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ABSTRACT

The availability of ever higher computational power over the last years has

changed the way in which multiple scientific and technical problems can be

addressed. In this Thesis two computationally intensive problems of interest

are faced, namely, the reconstruction of dynamic MR images from highly un-

dersampled data and the numerical computations involved in handling α-stable

distributions for statistical modeling.

About the former problem, MRI is nowadays the diagnostic imaging tech-

nique of first choice for numerous diseases. Its main benefits are its outstanding

versatility and soft-tissues contrast. However, it is often limited by the long

examination times needed to acquire all the data required to reconstruct the

desired images. One way to reduce this time is to reduce the amount of data

used for reconstruction, shortening the examination time consequently. However,

artifacts arise in the reconstructions as the number of samples is reduced. In

order to eliminate these artifacts, some knowledge or models can be introduced

about the structure of the images of interest during reconstruction. One of the

main objectives of this Thesis is to provide a better model for the images under

reconstruction than those currently available. In particular the reconstruction

of cine cardiac MR images is faced. In this modality the motion of the heart

along the cardiac cycle is studied. A model that takes into account not only the

structure of the images but also the specific motion of the heart is presented.

The model is introduced in a MRI reconstruction scheme adapted for different

applications such as breath-hold and free-breathing acquisitions. Results using

both simulations and in-vivo measurements from healthy volunteers and patients

are presented.

About the latter problem, α–stable distributions are a rich class of proba-

bility distribution functions of significance in many scientific fields. However,

the lack of closed formulae for their probability density function and cumulative

distribution function is a major drawback to use them in practice. Numerical
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methods have to be used to evaluate them, what involves a high computational

demand and hinders, for example, the estimation of their parameters from a data

sample. In this Thesis some tools needed for the use of these distributions as a

useful statistical model are provided; specifically, we have developed methods for

fast and accurate numerical computation of densities and distribution functions

as well as for the estimation of α–stable parameters. These methods exploit the

parallel computing capabilities of modern multi–core systems.

The code generated during the development of this Thesis and the additional

supplementary material that can be found in the electronic version of the pub-

lications included in this Thesis are avaliable with the electronic version of this

Thesis and at the website of the author at

http:www.lpi.tel.uva.es/~jroyval

http:www.lpi.tel.uva.es/~jroyval
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CHAPTER

ONE

INTRODUCTION

Over the last years, the availability of ever higher computational power and the

development of new processing and analysis techniques have changed the way

in which multiple scientific and technical problems can be addressed today. As

an example, current weather prediction techniques are based on the simulation

of advanced climate models rather than on the analytical solution of equations

derived from physical laws (Bauer et al., 2015). The reliability of the predictions

is determined by the fidelity of the model and the precision with which it is

simulated. The quality of the model and the feasibility to run it or to evaluate

it precisely and fast enough is a critical point shared with other scientific fields.

As a general rule, the development of more advanced models brings forth to

an increase of their computational complexity. As a second example, in the

last years iterative reconstruction (IR) methods have re-emerged in computed

tomography (CT) imaging (Beister et al., 2012; Geyer et al., 2015). IR methods

are able to obtain better images even from lower X-ray radiation doses than their

direct counterpart methods at the only expense of a higher computational cost.

Although IR methods were proposed in the early stages of the development of

CT, only the large capacities of current computational systems have made them

a clinically viable option.

In this Thesis we face two computationally intensive problems of interest,

namely, the reconstruction of dynamic magnetic resonance (MR) images from

highly undersampled data and the achievement of efficiency in numerical com-

putations involved in handling α-stable distributions for statistical modeling.
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Chapter 1

1.1 Motivation

Magnetic Resonance Imaging (MRI) is nowadays a key medical image technique

that offers outstanding soft tissue contrast and high spatial resolution without

the use of ionizing radiation. Moreover, contrast can be made sensitive to a

wide range of tissue properties and physical phenomena such as T1/T2 relax-

ation, proton density, diffusion, flow, etc. (Vlaardingerbroek and Boer, 2003).

Since its initial development in the decade of 1970, MRI has benefited from mul-

tiple and relevant advances in hardware, with stronger and more homogeneous

fields and gradients, new fast excitation sequences such as balanced steady state

free precession (bSSFP), and the simultaneous acquisition with several coils in

parallel imaging (PI). However, the very nature of the data acquisition procedure

as well as technical limitations and human physiological limits make MRI still

a relative slow technique when compared to other modalities, such as CT. The

need of long acquisition times is a problem specially in dynamic applications, in

which the evolution of some phenomenon along time is studied. The available

acquisition time is limited by the evolution of the phenomenon, or complex syn-

chronization procedures have to be designed for the acquisition. Motion of the

structures under study is a problem as well, since it notably degrades the quality

of the final images, a problem that aggravates with long acquisition times.

Both shortcomings take place in breath–hold (BH) cardiac cine MRI, which

is considered the gold standard for cardiac anatomical and functional imaging

Bogaert et al. (2012). In cine MRI, the cardiac cycle is divided into a number

of cardiac phases and an image is obtained for each of them. Given the short

duration of a single cardiac phase, data acquisition has to be synchronized with

an external signal —typically, an electrocardiogram (ECG) or a photoplethys-

mogram (PPG)— to combine data from multiple cardiac cycles. Moreover, to

avoid respiratory motion, several apneas are required during the examination.

In patients with diminished BH capacity this approach results in substantially

compromised image quality (Chandarana et al., 2011). A respiratory-navigated,

free–breathing (FB) examination can be performed as an alternative; however,

it can result in unpredictably long acquisition times. Shortening the needed ac-

quisition time can enable some of these patients to get a regular BH scan and,

generally speaking: 1) improves patient comfort and reduces stress, 2) signifi-

cantly reduces exam duration and the associated economical costs. Therefore,

the development of faster acquisition methods is of great importance.
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1.1. Motivation

Over the last years, a wide range of new reconstruction techniques have been

developed that do not rely on new hardware developments, but in the application

of advanced signal processing techniques that allow to reconstruct the images

from just a fraction of the data originally needed, shortening acquisition time

consequently. These methods exploit the redundancy naturally present in real

images. In low–rank related methods, data are assumed to be well described by

a low dimensional space —with much lower dimensions than the number of data

points— (Lingala et al., 2011). This low–rank structure is strictly imposed in

partially separable (PS) techniques (Liang, 2007), in which a small set of tempo-

ral basis functions are learned from low spatial resolution data. In compressed

sensing (CS) theory (Donoho, 2006), the low–dimensional structure is described

by a known transform —in this discipline, the sparse domain—, in which our

image can be represented with a few non zero coefficients. In dictionary learning

(DL) methods (Caballero et al., 2014) the basis for the representation is learned

from a set of training data.

One relevant drawback of the previous methods is the negative effect of

motion in the low–rankness or sparsity of the images at hand, what limits the

quality of the reconstructions and the maximum achievable acceleration factor.

Some methods in the literature already address this aspect by introducing some

kind of knowledge about this specific motion in the reconstruction procedure

(Jung et al., 2009; Asif et al., 2013; Lingala et al., 2014; Mohsin et al., 2017)

and have shown that the quality of the reconstruction improves when motion

is considered during reconstruction. In these cases, a more complete model of

the signal generation is considered, what explains their superior performance.

Since we are facing a reconstruction problem, motion has to be extracted from

the images under reconstruction themselves, which, in general, will be of limited

quality and will also be affected by undersampling artifacts given the accelerated

acquisition.

One of the main objectives of this Thesis is to develop and provide a better

model for the images under reconstruction in CS based techniques when motion

is present. We hypothesize that introducing an accurate and robust motion

estimation (ME) technique during reconstruction can increase the sparsity of the

representation and therefore the quality of the recovered images will improve for

a given acceleration factor or, alternatively, higher acceleration factors will be

achieved for the same reconstruction quality.

In the previous paragraphs, the relevance of employing an accurate model is

3



Chapter 1

highlighted. In this aspect, α–stable distributions are a rich class of probability

distribution functions of significance in many scientific fields that have shown

be provide a better model than classical distributions in very different scenarios.

The increasing interest on α-stable distributions is due, on the one hand, to

the empirical evidence that they properly describe the behavior of real data ex-

hibiting impulsiveness or strong asymmetries; on the other hand, the generalized

central limit theorem provides theoretical support when the data under study

can be interpreted as the superposition of many independent sources. Vegas-

Sánchez-Ferrero et al. (2012) use them to characterize speckle noise in medical

ultrasonic data and Salas-Gonzalez et al. (2013) to model white and gray matter

of the brain in MRI. Li et al. (2014) use them to recover sparse signals under CS

theory. Both of these proposals, in turn, have many applications on their own

and the list is far from complete.

Nevertheless, the lack of closed formulae for their probability density func-

tion (PDF) and cumulative distribution function (CDF) is a major drawback to

use them in practice. Numerical methods have to be used to evaluate them, what

involves a high computational demand and hinders, for example, the estimation

of their parameters from given data. In this Thesis we provide some tools needed

for the use of these distributions as a useful statistical model. Methods for fast

and accurate numerical computation of densities and distribution functions and

for the estimation of α–stable parameters are developed; these methods exploit

the parallel computing capabilities of modern multi–core systems.

Both MRI reconstruction from highly undersampled data and handling with

α–stable distributions, although very different in nature, are problems that share

a high computational cost as a common property. In this Thesis, careful at-

tention has been paid to the development of efficient implementations in both

application domains.

1.2 Background

1.2.1 Accelerated cardiac MRI

The main reason for MRI being a relatively slow technique is the one–dimensional

character of the acquisition procedure. In traditional MRI single lines of k-space

data are acquired per repetition time (TR) one after another. The total time to
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1.2. Background

acquire the needed data is therefore proportional to the number of lines needed

to cover the k-space of the image. Even after the advent of bSSFP ultrafast

imaging sequences, that allows TR as low as a few milliseconds, the time to

acquire a single image is still high. For example, the time needed to acquire a

256x256 image, with a typical TR of 3 ms would be given by:

Tacq = TR ×Ny = 3 · 256 = 768ms

For comparison, in a typical setup the cardiac circle is divided in about 20

phases what, for a heart rate of 60 beats per minute, results in 50 ms phases, our

temporal acquisition window per phase. Therefore, if no acceleration technique

is applied, at least 15 cardiac cycles will be needed to acquire the needed data for

the 20 cardiac phases. To complete the examination, between 10 and 16 slices

covering the whole heart will be needed. Needless to say, each of these slices is

acquired in a separate BH, with resting periods between them.

Reduced data acceleration techniques reduce the imaging time by skipping

the acquisition of a fraction of the data needed. The application of an under-

sampling procedure in the k-space domain will lead to an aliasing effect in the

image domain. Different imaging methods differ in the techniques and principles

applied to recover from these undersampling artifacts.

In parallel imaging (PI), data are acquired simultaneously by multiple

coils or antennas. Even if the same k-space positions are acquired by all the coils,

the data they receive are affected by different antenna profiles or sensitivities,

therefore acquiring different information. In the sensitivity encoding (SENSE)

framework, and using a compact matrix vector notation, the signal generation

process for each coil can be modeled as (Pruessmann et al., 2001)

yc = Ecm = KFScm (1.1)

where m is the true MRI image and y is the undersampled k-t data acquired by

all the coils, defined as single column vectors. The encoding operator Ec consists

of the multiplication with the coil sensitivity Sc, the Fourier transform F and

the application of an undersampling mask or trajectory K which keeps only the

acquired k-space positions and is the same for all coils∗. The acceleration factor

∗When k-space data is acquired following a Cartesian grid, the application of K corresponds

to the extraction of those samples in FScm that are actually acquired. In non–Cartesian

acquisitions, K typically involves a degridding step in which non–Cartesian positions within

the grid are interpolated by means of a convolution kernel.
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R is given by the ratio of the total number k-space positions (rows in F, equal

to the length of m) and the number of acquired positions (number of rows in

K). The data from all coils can be expressed simultaneously just by droping the

coil index and considering the concatenation of the data from all the coils:

y = Em =


KFS1

KFS2
...

KFSNc

m (1.2)

The reconstruction problem can then be formulated as solving the system

of linear equations in Eq. 1.2. As long as R is lower than the number of

coils (Nc), the system can be solved in a minimum squared error sense and m
recovered. However, in real situations, the maximum achievable acceleration

factor is limited by several factors such as noise, coil geometry, model errors and

numerical instabilities that aggravate as R increases.

The reconstruction problem can take advantage of redundancy naturally

present in the data. In classical approaches, such as UNFOLD (Madore et al.,

1999), k-t BLAST/SENSE (Tsao et al., 2003), data are acquired following a reg-

ular pattern in k-t space that leads to coherent aliasing in the spatio–temporal

domain (x-t). The one dimensional Fourier transform (FT) transform can be

applied to lead to a mixed spatio–temporal frequency representation (the x-f

domain) in which the signal spatio–temporal correlation leads to a compact rep-

resentation. In this space, aliasing can be easily eliminated by filtering out the

non–overlapping replicas. In k-t GRAPPA (Huang et al., 2005) the reconstruc-

tion is carried out in the k-space. A detailed review on these classical approaches

has been published by Tsao and Kozerke (2012).

1.2.2 Compressed Sensing and Low–Rank techniques

More recently, compressed sensing (CS) theory (Candès et al., 2006; Donoho,

2006) has been successfully applied to MRI reconstruction (Lustig et al., 2007;

Otazo et al., 2010; Usman et al., 2013; Chen et al., 2014; Feng et al., 2013; Lingala

et al., 2015; Yoon et al., 2014). CS states that when an image can be represented

by a small number of non–zero coefficients in some known transformation do-

main, it can be recovered from a small number of incoherent measurements.
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1.2. Background

Under this assumption, an in combination with PI, the reconstruction problem

can be formulated as

minimize
m

‖Φm‖`1 s.t. ‖y−Em‖2`2 < ε (1.3)

where Φ is the sparsifying transform. The threshold ε accounts for the noise level

in the acquisition, thus allowing the final solution to deviate from the observed

data. The constrained optimization problem in Eq. (1.3) can be converted into

an unconstrained problem using a Lagrangian multiplier as follows:

minimize
m

1
2 ‖ y−Em ‖2`2 +λ ‖ Φm ‖`1 (1.4)

where the parameter λ establishes a trade off between data consistency and the

sparsity of the solution, enforced by the `1 norm term. Eq. 1.4 can be regarded

as a regularized form of the linear reconstruction in Eq. 1.2.

In the CS theory (Donoho, 2006; Candès et al., 2006), the sparsity transform

Φ has to be fixed beforehand, based on some previous knowledge on the structure

of the data. For example, in dynamic applications in which consecutive images

are expected to be very similar, temporal differences can be applied to obtain a

sparse representation, leading to temporal total variation (TV) methods such as

kt-SPARSE-SENSE Feng et al. (2013).

Other methods have been proposed in which there is no need to know a

specific transform. They rely on the more relaxed assumption that data can be

well described in a low dimensional space —with far lower dimensions than the

number of data points— , which is generally described as a low–rank structure.

In PS techniques (Liang, 2007) a two-step procedure is followed. In a first step, a

small set of temporal basis functions are learned from low spatial/high temporal

resolution training data. In a second step, the whole sequence of images is

reconstructed from a small number of measurements using the predetermined

temporal basis as a signal model. The low–rank structure is therefore strictly

imposed and fixed by the number of temporal basis used during reconstruction,

that must be selected beforehand.

A more flexible approach is presented by (Lingala et al., 2011) in the k-

t sparse low–rank (kt-SLR) method in which a low–rank constrain is directly

introduced in the reconstruction. Both the temporal basis and the spatial weights

are jointly estimated by solving:

minimize
M

‖y−EM‖2`2 s.t. rank(M) < r (1.5)
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In this case, the image under reconstruction m has been properly rearranged

into a matrix form M so temporal and spatial correlations can be exploited.

The rest of the terms are expressed with the same notation as in Eq. 1.3 to

highlight the relation between both approaches.

The above constrained problem can be converted into an unconstrained one

using Lagrange’s multipliers and the rank penalty substituted by a spectral

penalty term that promotes the low–rank structure of the solution. Moreover,

an additional sparsity based regularization term is added:

minimize
M

‖y−EM‖2`2 + λ1ϕ(M) + λ2ψ(M) (1.6)

with

ϕ(M) =
(

L∑
l=1
‖σl‖p

)1/p

; ψ(M) = ‖M‖TV (1.7)

where σl are the singular values of M and ‖ · ‖TV stands for the spatio–temporal

TV. It can be shown that for p ≤ 1 Eq. 1.6 promotes solutions with few non–zero

singular values (and, therefore, with low–rank structure) and at the same time

with a sparse representation in the spatio–temporal differences space.

Low–rank methods have been specially successful in MRI perfusion imaging,

in which the time evolution of the concentration of a contrast agent leads to

intensity variations in the images along time. In this situation, the temporal

evolution of the intensity profile can be assumed to be smooth and the low–

rankness assumption promotes solutions with this behavior. On the contrary, in

cardiac cine MRI the intensity fluctuations of a single pixel along time is, under

ideal conditions, due only to the motion of the structures of the heart, leading

to abrupt intensity fluctuations.

In this thesis we are interested in the effect of motion in the sparsity of

cardiac cine images under reconstruction and how to compensate this effect to

improve the quality of the reconstructed images and to achieve higher acceler-

ation factors. To this end, we focus on CS based methods combined with ME

techniques, which are introduced in the next section.

1.2.3 Compressed Sensing with Motion Compensation

When motion is present in the images being reconstructed, the low–rankness

or sparsity of the signals at hand gets significantly reduced, what limits the

8
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quality of the reconstructions and the maximum achievable acceleration factor.

In order to overcome this limitation, in CS with ME/motion compensation (MC)

the sparsity transform operator Φ in Eq. 1.3 is modified to compensate the

motion present in the images so the low–rank or sparse character of the images

is restored.

In k-t focal underdetermined system solver (FOCUSS) with ME/MC (Jung

et al., 2009) the unknown image m is decomposed into a predicted, mpred, and

a residual image, ∆m:

m = mpred + ∆m (1.8)

The predicted signal mpred is obtained by applying a block matching algo-

rithm between each frame of m and a reference frame mref . Since neither mref

nor the true dynamic image are available for ME, a previous reconstruction step

is performed with the original k-t FOCUSS algorithm without ME/MC proposed

by Jung et al. (2007).

The residual signal is assumed to be sparse in the x-f domain, so the FT is

applied along the temporal dimension and the reconstruction is formulated as

minimize
m

1
2 ‖ y−Em ‖2`2 +λ‖Ft∆m‖`1 (1.9)

On the other side, the motion–adaptive spatio–temporal regularization (MAS-

TeR) procedure proposed by Asif et al. (2013) does not rely on a reference frame,

but motion is estimated sequentially between each pair of consecutive frames to

define a set of operators that predict each frame mi out of its leading and trailing

frames:

mi = Fi−1mi−1 + fi
mi = Bi+1mi+1 + bi

(1.10)

where Fi−1 and Bi+1 denote the forward and backward MC operators. Residuals

fi and bi are assumed to be sparse and are used as sparsity term:

minimize
m

1
2 ‖ y−Em ‖2`2 + ‖ Mm ‖`1 (1.11)

where Mm is the concatenation of the residual terms in Eq. (1.10).

The images used for ME are generally obtained from an initial reconstruction

and will be affected by undersampling artifacts that the initial reconstruction

procedure cannot eliminate. The ME stage can therefore be affected by these

9
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artifacts and these errors will affect the quality of the reconstructed images.

In the methods described so far, only the information of pairs of frames are

available to the ME technique. In this Thesis we introduce a groupwise (GW)

ME technique during reconstruction that uses the information from the whole

sequence jointly. This way we obtain a robust motion ME technique an analyze

how this translates into a higher quality of the reconstructed images.

1.2.4 Free–breathing acquisitions

In conventional cardiac cine MRI, only the beating motion of the heart is present,

since during the acquisition the patient is asked to hold his/her breath. However,

this approach significantly limits the time available for data acquisition. Spatio–

temporal resolution and spatial coverage are consequently limited. Moreover,

patients may have difficulties to hold their breath. A common alternative is to

perform FB gated acquisition, in which a signal that indicates the position of

the patient’s diaphragm is registered. MRI data are then acquired only within

a small gating window around certain respiratory state. This approach largely

increases the duration of the examination and leads to unpredictably long scans,

since useful data are acquired only during a small fraction of the available time.

In order to increase the scanning procedure efficiency several techniques

have been proposed with a similar approach than those based on the estimation

of the motion of the heart described above. Usman et al. (2013) propose to

acquird data continuously using an efficient radial k-space acquisition scheme

(Winkelmann et al., 2007). Low temporal resolution images are reconstructed

that will, indeed, be affected by both respiratory and cardiac motions. However,

respiratory motion can be estimated from these images and compensated in a

second step, in which respiratory motion-free images are obtained.

Feng et al. (2016) follow a different approach in extra dimensional golden

radial sparse (XD-GRASP) reconstructions. In this approach, data are continu-

ously acquired and doubly classified or binned according to both the respiratory

state and the corresponding cardiac phase at which the data were acquired. The

acquisition and binning procedure is graphically depicted in figure 1.1. The final

images are then reconstructed using a CS formulation with two temporal TV

regularization terms, in which the temporal differences along either the cardiac

or the respiratory phases are computed:

minimize
m

1
2 ‖ y−Em ‖2`2 +λ1 ‖m ‖TVcardiac +λ2 ‖m ‖TVrespiratory (1.12)
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Figure 1.1: (a) Continuous acquisition with a golden-angle radial trajectory in k-space. (b) ECG

and respiratory signal are simultaneously acquired and (c) data doubly binning according to

respiratory and cardiac motion. (d) Reconstructed images with two-pseudo temporal dimension

corresponding to cardiac and respiratory phases.
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Under the XD-GRASP framework, a set of images is obtained arranged in

a two dimensional lattice, which defines two pseudo–temporal dimensions: one

for the cardiac phase and another one for the respiratory state. No correction

for the respiratory or the cardiac motion has been carried out. In this thesis we

propose to modify the temporal TV term in Eq. 1.12 to account for the specific

cardio–respiratory motion.

1.2.5 Methods for α–stable distributions

α-stable distributions are a family of probability distributions that permit ad-

justable levels of heavy tails and skewness and include distributions such as

Gaussian, Cauchy and Lévy as particular cases. They were first introduced by

Lévy (1925) and have since been applied in many research fields. The increas-

ing interest on α-stable distributions is due, on the one hand, to the empirical

evidence that they properly describe the behavior of real data exhibiting im-

pulsiveness or strong asymmetries; on the other hand, the generalized central

limit theorem (Samorodnitsky and Taqqu, 1994) states that the normalized sum

of independent and identically distributed random variables with finite or infi-

nite variance converges, if so, to an α-stable distribution. This result provides

theoretical support when the data under study can be interpreted as the super-

position of many independent sources.

The major drawback for the application of α-stable models is the lack of

closed-form analytical expressions for their probability density function (PDF) or

cumulative distribution function (CDF) except in particular cases, which makes

the application of numerical methods a must. Besides, the non-existence of

moments of order two or higher (except in the Gaussian case) increases the

difficulty in estimating their parameters to fit real data. Several authors have

addressed both the numerical evaluation of the PDF or CDF of α-stable distribu-

tions (Nolan, 1997; Mittnik et al., 1999a; Belov, 2005; Menn and Rachev, 2006;

Górska and Penson, 2011) and the estimation of their parameters (Fama and

Roll, 1971; Koutrouvelis, 1981; McCulloch, 1986; Mittnik et al., 1999b; Nolan,

2001; Fan, 2006; Salas-Gonzalez et al., 2009) and have proposed different meth-

ods and algorithms for these purposes.

12



1.2. Background

Characteristic Function and Parametrization

α-stable distributions are typically described by their characteristic function

(CF) due to the fact that no closed expressions exist for their PDF in the gen-

eral case. Let Φ(t) = exp[Ψ(t)] denote this function with (Samorodnitsky and

Taqqu, 1994):

Ψ(t)=
{
−|σt|α

[
1− iβ tan

(
πα
2
)

sign(t)
]

+ iµt, α 6=1,

−|σt|
[
1 + iβ 2

π sign(t) ln (|t|)
]

+ iµt, α=1,
(1.13)

where

sign(t) =


1, t > 0,
0, t = 0,
−1, t < 0.

The four parameters above are (1) the stability index α ∈ (0, 2], (2) the

skewness parameter β ∈ [−1, 1], (3) the scale parameter σ > 0 and (4) the

location parameter µ ∈ R. An α-stable distribution is referred to as standard if

σ = 1 and µ = 0. When α = 2 the distribution becomes normal with standard

deviation σ/
√

2 and mean µ (β becomes irrelevant). The Cauchy distribution

results from setting α = 1 and β = 0 with scale parameter σ and location

parameter µ, and the Lévy distribution when α = 0.5 and β = 1. These are

the only cases for which the PDF can be expressed analytically. Otherwise, the

PDF has to be calculated numerically.

Numerical computation of α-stable distributions

The PDF and CF of any probability function are related via the well known

Fourier transform

f(x) = 1
2π

∫ +∞

−∞
φ(t)e−itx dt = 1

2π

∫ +∞

−∞
eψ(t)−itx dt. (1.14)

When substituting Equation 1.13 in Equation 1.14 the resulting integral can-

not be, as a rule, solved analytically; therefore it must be evaluated by numerical

methods. To this end, the well-known fast Fourier transform (FFT) provides an

algorithm to efficiently evaluate the previous integral. Mittnik et al. (1999a)

apply the FFT directly to calculate the PDF. However, the algorithm provides

the value of the integral on a set of evenly spaced points of evaluation and is

only suitable for α close to 2, for which the tails of the distribution decay more
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quickly. Menn and Rachev (2006) propose a method based on a refinement of

the FFT to increase precision in the central part of the PDF. The tails of the dis-

tribution are calculated via a series expansion (Zolotarev, 1986), which provides

an alternative expression as an infinite sum of decaying terms. The method is

only applicable when α > 1.

Górska and Penson (2011) follow a different approach and obtain explicit ex-

pressions for the PDF and CDF as series of generalized hypergeometric functions.

However, the expressions involved in the calculation are expensive to evaluate

and the results are only valid for some rational values of the parameters α and

β, so they are not valid for the whole parameter space.

Direct integration of the expression in Equation 1.14 by numerical quadra-

ture initially implies a high computational cost, but evaluation can be performed

at any desired set of points without the need of additional interpolation steps

and there is no restriction on the values of the distribution parameters. How-

ever when α is small the integrand oscillates very quickly and its amplitude

decays slowly along the infinite integration interval, which limits the achievable

precision Nolan (1999); Belov (2005).

Nolan (1997) obtains a new set of equations from the original ones by means

of an analytic extension of the integrand to the complex plane. This way, a

continuous, bounded, non-oscillating integrand is obtained. Moreover, the inte-

gration interval becomes finite. The expressions obtained allow the author to

achieve, by numerical quadrature, a relative accuracy in the order of 10−14 in

most of the parameter space. For numerical convenience, a slightly different

parameterization of the distribution is employed, based on Zolotarev (1986) M

parameterization. The modification introduced consists in a shift of the distribu-

tion along the abscissae axis in order to avoid the discontinuity of the distribution

at α = 1. We denote the change in parameterization by the subindex 0 and the

resulting CF is given by Φ0(t) = exp[Ψ0(t)] where

Ψ0(t)=

{
−|σt|α

[
1+iβtan

(
πα
2

)
sign(t)

(
|σt|1−α−1

)]
+iµ0t, α 6=1,

−|σt|
[
1+iβ 2

π
sign(t) ln (|σt|)

]
+iµ0t, α=1.

(1.15)

The parameters α, β and σ keep their previous meaning while the original and

modified location parameters µ and µ0 are related according to

µ =
{
µ0 − β tan

(
απ
2
)
σ, α 6= 1,

µ0 − β 2
πσ ln(σ), α = 1.

(1.16)
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With this modification, the resulting distribution is continuous in its four

parameters, which is convenient when estimating the parameters of the distri-

bution or approximating its PDF or CDF.

Parameter estimation of α-stable distributions

The lack of closed expressions for the PDF or CDF and the lack of finite higher

order moments hinder the estimation of α-stable parameters. Several methods

have been proposed to this end. Hill (1975) and Koutrouvelis (1981) proposals

apply a linear regression on the right tail of the empirical distribution and Mc-

Culloch (1986) provides a fast and simple algorithm based on sample quantiles

and tabulated values. Maximum likelihood (ML) estimation is considered the

most accurate estimator available for α-stable distributions (Borak et al., 2011).

However, numerical methods to both approximate the PDF and to maximize the

likelihood of the sample must be used, which implies a very high computational

cost due to the numerous PDF evaluations required to maximize the likelihood

in the four-dimensional parameter space.

Generation of α-stable random variables

Given the lack of closed expressions for the CDF or its inverse (the quantile func-

tion, CDF−1), the simulation of α-stable distributed random variables cannot

be achieved easily from a uniform random variable. Chambers et al. (1976) pro-

vided a direct method to generate an α-stable random variable by means of the

transformation of an exponential and a uniform random variable. The method

proposed lacked a theoretical demonstration until Weron (1996) gave an explicit

proof and slightly modified the original expressions. The resulting method is

regarded as the fastest and the most accurate available (Weron, 2004).

Available software solutions

Based on the methods described so far, several software tools are currently avail-

able. The program STABLE (Nolan, 2006) employs Nolan’s expressions (Nolan,

1997) for the high precision computation of PDF, CDF and quantile function

and maximum likelihood parameter estimation. However, a fully operational

version of the software is not publicly available. Veillete (2010) has developed a
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MATLAB package that also applies Nolan’s expressions for high precision PDF

and CDF evaluation and Koutrouvelis (1981) method for parameters estima-

tion based on the CF. However, the performance obtained is low when trying

to achieve high precision or when fitting a large data sample. A package with

similar features and characteristics has been reported by Liang and Chen (2013).

1.3 Objectives

The main objective of this Thesis is to propose and to apply better models

as well as to provide the necessary tools to this end in two com-

putationally intensive problems: the reconstruction of dynamic MR

images from highly undersampled data and the application of α–stable

distributions for statistical modeling.

The main objective can be divided in the following individual objectives:

1. To propose a better model for the reconstruction of dynamic MR images

from highly undersampled data that takes into account not only the spar-

sity present in natural images, but also the time redundancy of the motion

that takes place in those images, as well as to provide the software tools

needed for its application. In particular, we focus on the reconstruction

of cine cardiac MR images, in which the motion of the heart along the

cardiac cycle is studied.

To this end, we define the following sub-objectives:

(a) To propose and to implement a technique for the estimation of the

heart motion along the cardiac cycle. The proposed ME technique

must be sufficiently flexible so as to describe the non-rigid heart mo-

tion accurately and, simultaneously, sufficiently robust against the

artifacts present in the images obtained from highly undersampled

data.

(b) To propose and to develop dynamic MRI reconstruction methods that

incorporate the knowledge about the heart motion in the procedure in

order to obtain a sparser representation of the images at hand and to

test the hypothesis about the effect of the introduction of the motion

information by comparing the results obtained with those from related

methods that 1) do not consider motion at all or 2) apply different

ME techniques not so robust against undersampling.
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(c) To propose and to develop an extension of the ME and reconstruction

methods that is able to incorporate not only the motion of the heart

along the cardiac cycle but also the respiration-induced chest motion,

in order to enable acquisition times longer than the duration of a

breath–hold. This would make the accelerated MRI methods suitable

to free–breathing applications.

(d) To test the feasibility of the proposed method to obtain correct values

of commonly used cardiac function indicators, namely, ventricular

volumes and ejection fraction (EF).

(e) For each of the previous sub-objectives, to develop an efficient imple-

mentation that exploits the parallel computing capabilities of modern

multi–core systems.

2. To develop the needed tools to apply the α–stable distribution as a statis-

tical model in a feasible manner. To this end:

(a) To develop and to implement a technique for the numerical evalua-

tion of the PDF, CDF and quantile function of α–stable distributions

with high precision and taking advantage of the parallel computation

capabilities of current computation systems.

(b) To develop and to implement a technique for the estimation of the

parameters of an α–stable distribution from a given sample that facil-

itates the application of these distributions as a first order statistical

model.

(c) To test the performance and precision of the developed techniques in

comparison with other alternatives available in the literature imple-

mented with different languages and tools.

(d) To provide an easy-to-use software solution based on the developed

tools and to integrate it in common programming languages and sci-

entific programming environments.

1.4 Methodology

In this section the methodology applied throughout the Thesis is described and

the contributions presented in the subsequent chapters are related to each other.

17



Chapter 1

1.4.1 2D Dynamic MR imaging

As previously described, one the the main objectives of this Thesis is to validate

the hypothesis that introducing an accurate and robust ME technique improves

the results obtained in CS based reconstructions. Therefore, and throughout all

the work presented in this Thesis, comparisons and validations have been carried

out against related CS methods and the effect of the ME in the sparsity of the

images analyzed.

The validation experiments have been realized using four different sources

of data, when applicable:

1. Synthetically generated k–space data using the XCAT tool (Segars et al.,

2010; Wissmann et al., 2014), in which the exact solution (i.e., the im-

ages) and the motion are known beforehand. This permits to evaluate the

performance of the proposed methods both in ideal conditions and when

controlled signal degradations are introduced, and for different acceleration

factors. However, synthetically generated functions are in general simpler

—so sparser— than real images, what facilitates their reconstruction.

2. Simulated k–space data obtained from magnitude DICOM images both

from healthy subjects and patients. This permits to validate the method

for images with a more realistic structure than synthetic ones and in sub-

jects with different heart abnormalities. However, in this data phase infor-

mation in the originally complex images is lost.

3. True raw k–space data obtained from Cartesian fully sampled acquisitions.

This permits to validate the proposed methods in a realistic situation. Data

are retrospectively undersampled to simulate different acceleration factors.

4. True raw k–space data obtained from Golden Radial acquisitions. In this

approach data are continuously acquired and different acceleration factors

are obtainted by setting the acquisition time or temporal resolution, when

applicable.

We have first tackled the problem by introducing groupwise non–rigid reg-

istration techniques as a robust ME procedure for cardiac cine images. This

methodology was first proposed by our group (Cordero-Grande et al., 2013) for
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breathing-derived misalignment correction in first-pass cardiac perfusion imag-

ing and has been adapted in this thesis to the cine problem. In the former,

an elastic multimodal approach was used since not only breathing-derived mis-

alignment was considered (for which possibly rigid registration may be argued

to suffice), but also artifacts derived from ECG gating imprecisions were ob-

served in our datasets. However, for the cine problem the heart motion along

the whole cardiac cycle should be estimated and compensated for, in order for

sparsity in the whole time sequence to be fostered and better reconstructions be

obtained. These ideas are introduced in a standard CS with SENSE PI based

scheme (Liang et al., 2009; Otazo et al., 2010) for the reconstruction of short axis

(SA) views of the heart in BH cine MRI. The resulting reconstruction method

provides better quality (considering both qualitative and quantitative metrics)

than the related methods considered, including those which make use of alterna-

tive non–groupwise ME methods. Chapter 2, which constitutes the first core

paper on which this thesis is based, explains in detail these ideas.

The method just described incorporates in the optimization function two

regularization terms that account for both spatial and temporal regularization.

Consequently, the method makes use of two weighting parameters that need to

be set from some training data. This has been improved by proposing a new

regularization metric for the reconstruction problem that 1) shows convenient

discretization properties that leverage computational cost, 2) provides theoreti-

cal support to some results previously reported in chapter 2 and 3) enables the

elimination of the spatial regularization term which, additionally, reduces com-

putational cost and reconstruction time and reduces the number of weighting

parameters to just one, simplifying its practical application, consequently. The

effects of both the new regularization metric and the removal of the spatial reg-

ularization are analyzed separately. The robustness of the method is tested by

using very different initial guesses, which have led the algorithm to converge to

almost identical solutions. These ideas are described in detail in Chapter 3,

which constitutes the second core paper of the thesis.

We have proposed the former two methods for Cartesian k-space trajecto-

ries originally. However, we have had the chance to make use of a more ad-

vanced data acquisition scheme based on Golden Radial trajectories proposed

by Winkelmann et al. (2007). This more efficient data acquisition procedure

enables higher acceleration factors and, specifically, we could achieve the recon-

struction of a stack of 12 SA slices covering the whole heart acquired in a single
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BH for a healthy volunteer. The reconstruction method used is the adaptation

of chapter 2 to this type of coordinates. Chapter 4 describes the result of this

work, which was possible thanks to our collaboration with Claudia Prieto and

Muhammad Usman, from King’s College London, UK.

Next step has been the inclusion of Golden Radial trajectories to the method-

ology described in chapter 3. In addition, we meant to test the robustness of

both the ME and the reconstruction methods against noise. This has been done

by means of simulation using a computational phantom (Segars et al., 2010). In

this case, since we know the ground truth, numerical studies can be carried out.

In addition, eight healthy volunteers are examined with the single BH accelerated

method proposed and global cardiac functional parameters have been calculated

from the images. These indicators are in agreement with those obtained from

regular, non–accelerated, multi-BH acquisitions, so we can conclude that the

accelerated single-BH proposed method is a feasible tool for the quantification

of the global function of the heart. Details are described in Chapter 5.

We have also meant to apply our methods to real time MRI of the heart. In

this case, as opposed to in those previously described, patient breathing will be

present and should be correctly accounted for, together with the natural heart

motion. In this case we have resorted to a temporal multiresolution pyramid for

successive reconstructions; at the coarsest level of the pyramid we obtain pre-

liminary CS reconstructions by making use of multiple k-space lines that come

from different phases of the cardiac cycle. Therefore, these images will show

clear motion blurring and derived degradations. However, successive levels of

the pyramid will be constructed out of these images by balancing two sources

of data, namely, the original measured data and motion-compensated interme-

diate images in between those reconstructed in the upper level of the pyramid.

Temporal resolution of 25ms with an in-plane spatial resolution of 2mm was

achieved with better image quality than related methods. This is described in

Chapter 6.

Even though the results of the previous chapter enable imaging the moving

heart during FB, the short acquisition time available in real time acquisitions,

given by the desired temporal resolution, limits the achievable image quality

and spatial resolution. In order to overcome this limitation, while keeping free-

breathing capabilities, we have followed a different methodology; in this case,

the acquired data are double binned attending to both the cardiac and the res-

piratory phases at which they are acquired. This approach results in two major
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differences with respect to the previous chapters: 1) now the acquisition time is

not limited by either the temporal resolution or patient breath-hold capability of

the patient; 2) now both respiratory and cardiac motions can be distinguished.

The ME technique is adapted to represent both cardiac and respiratory motions.

Results on synthetic and real data are shown in Chapter 7. At the time of the

writing of this document, we also have results on volunteers.

1.4.2 α-stable distributions

As indicated above, calculations related to the α-stable distributions are compu-

tationally demanding due to the lack of closed form expressions. Our contribu-

tion in this field has been on parallel programming. Specifically, we have devel-

oped a library that offers highly parallelized, fast and high precision evaluation

of density, distribution and quantile functions, random variable generation and

several α–stable parameter estimation algorithms. A 25–fold increase on perfor-

mance was achieved in the computation of the α–stable PDF when compared

with a state–of–the–art, standalone compiled application and a 100–fold im-

provement when compared with a standard R implementation. These increases

in performance facilitate the application of this versatile family of probability

functions to the analysis and modeling of any kind of data. The developed tools

are provided in the form of a C/C++ library and front-ends for MATLAB and

R. These tools have been registered in the Spanish copyright protection office.

Chapter 8 gathers our main contribution in the application of the α-stable

distributions as a statistical model. This constitutes the third core paper of the

thesis.

1.5 Thesis overview

A graphical outline of the Thesis context is shown in Figure 1.2. The following

list of publications summarizes the scientific production of the Thesis. We in-

clude references to other papers in which the PhD candidate has been involved

during the completion of this degree. The main contributions, limitations of the

described approaches and future research lines are presented in Chapter 9.
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Asif et al., MRM, 2013
(MASTeR)

Royuela-del-Val et al.,
MRM, 2016 (Chapter 2)

Royuela-del-Val et al.,
MICCAI/RAMBO, 2016

(Chapter 5)

Royuela-del-Val et al.,
IWIMID, 2016 (Chapter 7)

Feng et al., MRM, 2016
XD-GRASP

Royuela-del-Val et al.,
ISBI, 2016 (Chapter 6)

Cordero-Grande et al.,
PAMI, 2014

Royuela-del-Val et al.,
ISMRM, 2015 (Chapter 4)
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Julián-Moreno et al.,
S&C, 2016

Nolan,
SM, 1997

(a)

(b)

Jung et al., MRM, 2009
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Royuela-del-Val et al.,
MRM, 2016b (Chapter 3)

Feng et al., MRM, 2013
(kt-SPARSE-SENSE)

Feng et al., MRM, 2014
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Figure 1.2: Graphical outline of the Thesis context in the fields of (a) MRI reconstruction

and (b) α–stable distributions. Core papers are represented in darker boxes. Some relevant

contributions from other authors that inspired or served as an important basis for this work

are included and represented with dashed lines.
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wise registration for motion estimation and compensation in compressed

sensing reconstruction of breath-hold cardiac cine MRI. Magnetic Reso-

nance in Medicine, 75(4):1525–1536.

• Chapter 3: Royuela-del Val, J., Cordero-Grande, L., Simmross-Wattenberg,

F., Mart́ın-Fernández, M., and Alberola-López, C. (2017a). Jacobian weighted
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Abstract

Purpose: Compressed sensing methods with motion estimation and

compensation techniques have been proposed for the reconstruction of

accelerated dynamic MRI. However, artifacts that naturally arise in com-

pressed sensing reconstruction procedures hinder the estimation of mo-

tion from reconstructed images, especially at high acceleration factors.

This work introduces a robust groupwise non-rigid motion estimation
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technique applied to the compressed sensing reconstruction of dynamic

cardiac cine MRI sequences.

Theory and Methods: A spatio-temporal regularized, groupwise, non-

rigid registration method based on a B-splines deformation model and a

least squares metric is used to estimate and to compensate the movement

of the heart in breath-hold cine acquisitions and to obtain a quasi-static

sequence with highly sparse representation in temporally transformed

domains.

Results: Short axis in vivo datasets are used for validation, both original

multi-coil as well as DICOM data. Fully sampled data were retrospec-

tively undersampled with various acceleration factors and reconstruc-

tions were compared with the two well-known methods k-t FOCUSS and

MASTeR. The proposed method achieves higher signal to error ratio and

structure similarity index for medium to high acceleration factors.

Conclusions: Reconstruction methods based on groupwise registration

show higher quality reconstructions for cardiac cine images than the pair-

wise counterparts tested.

Keywords: dynamic MRI reconstruction, compressive sensing, groupwise reg-

istration

2.1 Introduction

Breath–hold (BH) cardiac cine MRI has become the gold standard for myocar-

dial function imaging (Feng et al., 2013). In patients with diminished BH ca-

pacity this approach results in substantially compromised image quality (Chan-

darana et al., 2011). A respiratory-navigated, free-breathing examination can

be performed as an alternative that, however, can result in unpredictably long

acquisition times. Shortening the needed acquisition time can enable some of

these patients to get a regular BH scan and, generally speaking: 1) improves

patient comfort and reduces stress, 2) significantly reduces exam duration and

the associated economical costs. Therefore, the development of faster acquisition

methods is of great importance.

Reduced-data imaging methods take advantage of redundancy in the images

to recover the whole image from only a fraction of the k-space data, shortening
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acquisition time consequently. In classical approaches, such as k-t BLAST/SENSE

(Tsao et al., 2003) and k-t GRAPPA (Huang et al., 2005), data are acquired

following a regular pattern and the spatio-temporal correlation is exploited to

recover the original image. A detailed review on these classical approaches has

been published by Tsao and Kozerke (2012). More recently, compressed sensing

(CS) theory (Candès et al., 2006; Donoho, 2006) has been successfully applied

to MRI reconstruction (Lustig et al., 2007; Otazo et al., 2010; Usman et al.,

2013; Chen et al., 2014; Feng et al., 2013; Lingala et al., 2015; Yoon et al., 2014)

showing that when an image has an sparse representation in certain domain it

can be recovered from a small number of incoherent measurements.

In cardiac cine imaging intensity variations are mainly due to the movement

of cardiac structures. Moving regions of the image lead to abrupt intensity

changes through time that reduces the sparsity of the signal in the transformed

temporal domain (Irarrazaval et al., 2005; Jung et al., 2009; Jung and Ye, 2010;

Asif et al., 2013). As stated by Prieto et al. (2007), if the motion of elements

in an image can be described with fewer parameters than the intensity changes

derived from that motion, the sparsity is expected to increase by using motion

modeling. In Figure 2.1 this approach is illustrated.

When applied to dynamic MRI reconstruction, motion estimation (ME) and

motion compensation (MC) techniques lack the true dynamic image to estimate

the motion information from. A common approach is to perform the ME step

from an initial reconstruction of the images themselves that, however, will be

affected by the artifacts introduced by the undersampling pattern that the initial

reconstruction could not correct, what hinders the estimation of the true mo-

tion information. This effect becomes more relevant as the acceleration factor

increases.

In k-t FOCUSS with ME/MC, Jung and Ye (2010) use a high quality ref-

erence frame to perform ME by means of a block matching algorithm applied

independently to each frame. The reference frame may not be available and

the final reconstruction result depends heavily on its quality. In MASTeR, Asif

et al. (2013) estimate the motion sequentially between each pair of consecutive

frames. In both approaches only two frames of the sequence are available for

the ME algorithm at each execution, therefore the ME algorithm cannot benefit

from the additional information present in the rest of the frames making it more

sensitive to artifacts in the sequence.
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Figure 2.1: (a) Selected frames from a cine MRI sequence with estimated material point tra-

jectory along time (continuous line) vs. fixed spatial position (dashed line). (b) Pixel intensity

along time and along estimated motion trajectory. Lower and smoother intensity transitions

are present in the second case. (c) Temporal evolution of a single slice in original sequence

(left) and after compensate the estimated motion. Temporal total variation (TV) (d) and tem-

poral log-Fourier transform (e) of the original and motion compensated sequences. In (d), a

noticeable reduction in the TV values can be observed. In (e), the Fourier coefficients get more

concentrated around the DC and low frequency components. The MC procedure contributes

to obtain a sparser representation in the x-f space.

28



2.2. Theory

In this paper, and borrowing some ideas proposed by Cordero-Grande et al.

(2013), the shortcomings of ME referred to above have been alleviated by adopt-

ing a GW approach in which the whole-sequence is registered at once to compen-

sate for the naturally induced motion of the heart. This results in a pseudo-static

sequence which, in combination with a spatio-temporal sparsifying transform,

turns out to be highly sparse. We hypothesize that, given the more available

information, our ME algorithm will be more robust than pairwise (PW) ap-

proaches. We call this method groupwise compressed sensing (GW-CS). Fig-

ure 1c and Supporting Video 1 illustrate the application of the GW ME/MC

method. Departing from an initial reconstruction, refined reconstructed images

and estimated motion information are obtained iteratively. This scheme can be

easily adapted to other imaging modalities by selecting proper ME metrics and

sparsifying transforms.

2.2 Theory

CS reconstruction of undersampled dynamic MRI with ME

The CS reconstruction of undersampled MRI data is generally formulated as a

constrained optimization problem given by

minimize
m

‖Φm‖`1 s.t. ‖y−Em‖2`2 < ε (2.1)

where Φ is the sparsifying transform, m and y are the dynamic MRI image to be

reconstructed and the undersampled k-t data, respectively, defined as single col-

umn vectors. The encoding operator E performs a frame-by-frame undersampled

spatial Fourier transform. In multicoil acquisitions, E includes the multiplication

by coil sensitivities as described by Pruessmann et al. (1999). The threshold ε

denotes the noise level in the acquisition. The constrained optimization problem

in Eq. (2.1) can be converted into an unconstrained problem using a Lagrangian

multiplier as follows:

minimize
m

1
2 ‖ y−Em ‖2`2 +λ ‖ Φm ‖`1 (2.2)

where the parameter λ establishes a trade off between data consistency and the

sparsity of the solution. In CS with ME/MC, the operator Φ is modified to

account for the specific motion information that is present in the dynamic image

at hand. In k-t FOCUSS with ME/MC (Jung et al., 2009) the unknown image
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m is decomposed into a predicted, mpred, and a residual image, ∆m, which is

assumed to be sparse:

m = mpred + ∆m (2.3)

To further increase the sparsity of the residual signal, the FT is applied along

the temporal dimension of ∆m, denoted by the Ft operator. The optimization

problem in Eq. (2.2) becomes

minimize
m

1
2 ‖ y−Em ‖2`2 +λ‖Ft∆m‖`1 (2.4)

The predicted signal mpred is obtained by applying a block matching algo-

rithm between each frame of m and a reference frame mref . Since neither mref

nor the true dynamic image are available for ME, a previous reconstruction step

is performed with the original k-t FOCUSS algorithm without ME/MC proposed

by Jung et al. (2007).

On the other side, the MASTeR procedure does not rely on a reference

frame, but motion is estimated sequentially between each pair of consecutive

frames to define a set of operators that predict each frame mi out of its leading

and trailing frames:

mi = Fi−1mi−1 + fi
mi = Bi+1mi+1 + bi

(2.5)

where Fi−1 and Bi+1 denote the forward and backward MC operators. Residuals

fi and bi are assumed to be sparse and are used as sparsity term in Eq. (2.2):

minimize
m

1
2 ‖ y−Em ‖2`2 + ‖ Mm ‖`1 (2.6)

whereMm = [α fT
i |β bT

i ]T is the weighted column-wise concatenation of both

backward and forward residual terms given by Eq. (2.5). For the initialization,

Eq. (2.2) is solved using 2-D dual tree (DT) complex wavelet transform (CWT)

(Selesnick et al., 2005) as spatial sparsifying transform. A method also based on

CWT is used for estimating inter-frame motion (Magarey and Kingsbury, 1998).

As explained in the introduction, ME methods described above suffer some

shortcomings derived from the limited information available to the pair-wise

ME algorithms. In GW-CS, we propose to jointly estimate and compensate

the motion in the whole dynamic image domain. Under this approach, the

optimization problem in Eq. (2.2) becomes

minimize
m

1
2 ‖ y−Em ‖2`2 +λ ‖ ΦTΘm ‖`1 . (2.7)
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where Φ is a freely chosen spatio-temporal sparsifying transform and TΘ is a

groupwise MC operator that will be introduced below. We should point out that

in the MASTeR case the sparse representation based on the registration residuals

is determined by the ME scheme itself, for which an additional transformation

may not be clearly beneficial in terms of increasing sparsity. The proposed ME

algorithm is detailed in the next section.

Temporal groupwise registration for ME/MC

To introduce the registration method it is convenient to redefine the dynamic

MRI sequence m as a set of spatially continuous images:

m = {m1(x),m2(x), . . . ,mN (x)}

with 1 ≤ n ≤ N a temporal index and mn(x) defined over the space x ∈ X ⊂ E2.

The registration procedure consists in finding a set of spatial transformations

T = {Tn : x′n = Tn(x) ∈ X} such that the cost function given by

H(T ;m) =
∫
X
V (m1(T1(x)), . . . ,mN (TN (x)))dx (2.8)

is minimized (Cordero-Grande et al., 2013). The solution is constrained to those

sets of transformations with the average deformation of each position equal to

the identity transformation (Bhatia et al., 2004):

1
N

N∑
n=1

Tn(x) = x (2.9)

In Eq. (2.8), the integrand V (m1(T1(x)), . . . ,mN (TN (x))) = V (x) is the

similarity metric used to measure the point by point similarity between the set

of images. In cardiac cine MRI, the intensity change of the image along time is

mainly due to the movement of the heart, so a least squares metric based on the

variance of the intensity (VI) along time may suffice (Metz et al., 2011):

V (x) = 1
N

N∑
n=1

(
mn(Tn(x))− 1

N

N∑
k=1

mk(Tk(x))
)2

. (2.10)

There is also a need for an adequate deformation model. The proposed

algorithm employs a 2D free form deformation (FFD) model based on B-splines

(Rueckert et al., 1999), which has been widely used in practice. The FFDs
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are based on a parametric model that deforms an object by manipulating an

underlying mesh of M control points Θ = {θk,n}, with 1 ≤ k ≤ M, 1 ≤ n ≤ N ,

uniformly spaced in X . Then the set of deformations T is parametrized by Θ, a

fact that we denote by T = TΘ.

To constrain the estimated deformation to be smooth, in concordance with

the expected deformation of anatomical structures (Rueckert et al., 1999), a

penalty regularization term is introduced in Eq. (2.8) given by:

C(TΘ) = 1
|X |N

N∑
n=1

∫
X
α

(∣∣∣∣∂2Tn(x)
∂x2

∣∣∣∣2 +
∣∣∣∣∂2Tn(x)

∂y2

∣∣∣∣2 + 2
∣∣∣∣∂2Tn(x)
∂x∂y

∣∣∣∣2
)

+β
∣∣∣∣∂2Tn(x)

∂n2

∣∣∣∣2 dx

(2.11)

where (x, y)T = x. We add a temporal regularization term in order to favor

smoothness in the temporal trajectory based on temporal derivatives approxi-

mated by finite differences. Given the quasi-periodic motion of the heart the

last frame in the sequence is considered to be followed by the first one. α and β

parameters used to weight the spatial and temporal regularization terms, respec-

tively. The resulting regularized non-rigid GW registration is then formulated

as

minimize
Θ

H(TΘ;m) + C(TΘ) (2.12)

and the groupwise MC operator TΘ in Eq. (2.7) is defined as the discretized

version of TΘ.

Reconstruction algorithm

Since at the very beginning of the algorithm we do not have any data from

which motion information can be estimated, we have resorted to the common

approach (Prieto et al., 2007; Jung et al., 2009; Asif et al., 2013) of making use

of a regular CS reconstruction prior step; then an iterative procedure consisting

in a ME/MC step followed by a MC-CS reconstruction step, is adopted. In our

implementation a predefined number of iterations has been set; it is very simple

to use some alternative convergence criterion instead. A pseudocode description

of the algorithm follows:
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Groupwise registration based CS reconstruction of Undersampled Dy-

namic MRI.

input:

y: undersampled k-t data

E: encoding operator

Φ: sparsifying transform

λ, λs/t: sparsity regularization parameters

α, β: ME/MC regularization parameters

initialization:

k ← 0
% Solve regular CS reconstruction problem in Eq. (2.2):

m0 ← arg min
m

‖y−Em‖2`2 + λ‖Φm‖`1
while k < max. number of iterations do

% Temporal registration: Solve Eq. (2.12)

Θk+1 ← arg min
Θ

H(TΘ; mk) + C(TΘ)

% MC-CS reconstruction: Solve Eq. (2.15) (as opposed to (2.7),

see Implementation section) with estimated motion parameters.

minimize
m

1
2 ‖ y−Em ‖2`2 +λ‖

[
(ΦtTΘ)T | λs/tΦT

s

]T
m ‖`1 .

k ← k + 1
end

output: mk

2.3 Methods

In this section the procedures followed to implement and to validate the proposed

algorithm are described. First, our hypothesis on the superiority of the GW ap-

proach vs. the PW counterpart is tested. Details of the method implementation

and parameter selection are also provided. The quality of the reconstructions

have been tested both with quantitative metrics and the subjective judgment of

expert clinicians.
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Groupwise and pairwise registration comparison

In order to validate the hypothesis that the proposed GW registration algorithm

performs better than an equivalent PW approach, the following experiment was

carried out:

1. A sum of squared differences registration metric equivalent to the PW

version of the metric in Eq. (2.10) was defined as

V (x) = 1
N

N∑
n=1

(mn(Tn(x))−mref (x))2 . (2.13)

wheremref denotes the frame selected as a reference. We choose a diastolic

frame, where lower cardiac motion is present.

2. The ME algorithm was applied to an initial regular CS reconstruction of a

sequence from a healthy volunteer, for undersampling factors of the k-space

data (r) ranging from one (no undersampling) to 16. The deformation

fields obtained for the GW and PW metrics are denoted as T r
GW (x) and

T r
PW (x), respectively. We define the registration error (RE) committed

due to the presence of undersampling artifacts as —for the GW metric—:

REGW (r) =
∫
X
‖T 1

GW (x)− T r
GW (x)‖2dx. (2.14)

The definition for the PW method is analogous. The behavior of RE(r)
denotes how fast the registration degrades due to the increasing presence

of undersampling artifacts.

Algorithm implementation

The GW-CS reconstruction was performed in MATLAB (MathWorks, Natick,

MA). The optimization problems in Eqs. (2.2) and (2.7) related to the re-

construction steps have been solved using the Nesterov’s algorithm (NESTA)

(Becker et al., 2011). For the initialization of the algorithm, spatial DT-CWT of

each frame was used as sparsifying transform Φ, in order to get the same initial

reconstruction than MASTeR. A nonlinear conjugate gradient algorithm with

backtracking line search (Nocedal and Wright, 1999) has been used to solve the

registration problem in Eq. (2.12). Additional fixed control points were placed
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(a)

(b)

Figure 2.2: Effect of the interpolation in the reconstructed signals. (a) from left to right: detail

of the original sequence to be reconstructed with estimated motion deformation superposed

for better visualization, same region after MC, reconstructed sequence with spatial sparsity

constrain applied to the motion compensated sequence and reconstructed image after MC. In

the last case, the high frequency artifact present in the reconstructed signal has been removed

by the deformation/interpolation operator. (b) from left to right: original fully sampled k-space

data, undersampled data, k-space data of the reconstructed sequence and k-space data of the

MC reconstructed sequence.

outside the image domain in order to guarantee that the spatial transformation

is properly defined inside the domain.

In the following reconstruction steps, the sparsifying transform Φ in Eq.

(2.7) may comprise both spatial and temporal dimensions transforms. However,

we should make some considerations: given the discrete nature of the recon-

structed images, the application of the MC operator involves an interpolation

step that implies unavoidable errors. As we could verify, the interpolation pro-

cess may distort the reconstruction result, as illustrated in Figure 2.2. Since the

MC operator introduces a spatial low pass filtering as a side effect, high spatial

frequency components in the reconstructed image are not present in the image

used in the `1 regularization term in Eq. (2.7). Furthermore, since only only a

small fraction of the high frequency coefficients is acquired, data mismatch in

high frequency components is not properly penalized by the data fidelity term.

To overcome this limitation, we split the spatio-temporal sparsifying trans-

form in Eq. (2.7) into a temporal transform applied to the motion compensated

sequence and a spatial transform applied to the original sequence without MC.

That is, we actually solve the optimization problem given by
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minimize
m

1
2 ‖ y−Em ‖2`2 +λ‖

[
(ΦtTΘ)T | λs/tΦT

s

]T
m ‖`1 . (2.15)

where λs/t weights the spatial sparsity vs. temporal sparsity.

Undersampled data was also reconstructed using k-t FOCUSS with ME/MC

and MASTeR. To this end, the code from the authors of (Asif et al., 2013) with

minor adaptations was used. This code is available at

http://users.ece.gatech.edu/∼sasif/dynamicMRI.

For the k-t FOCUSS reconstruction, a set of diastole cardiac phase frames

from each dataset was manually selected and its temporal average used as a

reference frame to obtain the predicted signal mpred in Eq. (2.3). The number

of ME-reconstruction iterations of MASTeR and GW-CS was set to four.

Data acquisition

Three different datasets have been employed, two with healthy volunteers

and one with patients diagnosed with hypertrophic cardiomyopathy (HCM). In

all the cases a regular, fully sampled, multislice 2D BH cardiac cine MRI study

was acquired. The fully sampled data was retrospectively undersampled using

a Gaussian variable-density random undersampling pattern along the phase en-

coding direction. Eight central lines of the k-space were always selected and

sensitivity maps were obtained from separate scans. All the scans were per-

formed in accordance with the Research Ethics Board of our institutions and

each subject provided informed consent. Each of the datasets are described at

continuation.

Multi-Coil data of healthy volunteers

One healthy volunteer was scanned on a 1.5T Philips scanner (Philips Health-

care, The Netherlands) with a 32-element cardiac coil employing a bSSFP se-

quence. Relevant scan parameters include: TR/TE/flip angle = 2.8ms/1.39ms/60◦,

field of view (FOV) = 320 × 320mm2, spatial resolution = 2 × 2 mm2, slice thick-

ness = 8mm with no gap between slices. 16 cardiac phases were reconstructed.

A short axis MRI scan made available by the authors of (Asif et al., 2013) was

also used for reconstruction of multi-coil data. The dataset was acquired using
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a General Electric 1.5T TwinSpeed scanner with a 5-element cardiac coil and a

FIESTA/FastCARD cine steady-state free precession sequence, with following

parameters: TE/TR/flip angle = 2.0ms/4.1ms/45◦, FOV = 350 × 350 mm2,

224 × 256 matrix reconstruction and 16 temporal frames.

Single-Coil data of healthy volunteers and HCM patients

Three healthy volunteers were scanned on a 3T Philips scanner with a

32-element cardiac coil. Other relevant scan parameters include: b-SSFP se-

quence, TR/TE/flip angle = 3.3ms/1.57ms/45◦, FOV = 320×320mm2, 30 car-

diac phases, and slice thickness = 8 mm. Three patients diagnosed with HCM

were scanned with a 16-element antenna and the same parameters, excluding:

TR/TE/flip angle = 6ms/3ms/25◦ and FOV = 425 × 425 mm2. Since no raw

data were available, reconstructed DICOM sequences were converted back into

k-t space and considered as single coil acquisitions.

Quantitative metrics comparison

Two quantitative error metrics were used for comparison of the reconstructions.

Firstly, the signal to error ratio (SER), defined as

SER(dB) = 20 log10
‖m‖`2

‖m− m̂‖`2
,

where m denotes the fully sampled image and m̂ the image reconstructed from

the undersampled data. Second, the structural similarity (SSIM) index intro-

duced by (Wang et al., 2004) was also used as a quantitative metric that better

represents image quality.

Subjective image quality review from clinicians

For a set of three healthy volunteers and three patients affected by HCM the

reconstructions obtained with k-t FOCUSS, MASTeR and the proposed method

for acceleration factors 4, 6 and 8 were blindly reviewed and rated by three

experts∗. For each dataset and acceleration factor, the reconstructions obtained

with each method were simultaneously presented on the screen sorted randomly

to the experts, who were asked to rate them attending to their general quality.

The results were collected via a web form. Each expert rated two controls and

two cases, so each individual has been rated by two experts.

∗Namely, the two cardiologists Dr. A. Revilla, and Dr. T. Sevilla and the radiologist Dr. J.

Calabia, all of them from the Hospital Cĺınico Universitario of Valladolid, Spain
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Parameter selection

To select those registration parameters α and β that make the registration al-

gorithm most robust against the undersampling artifacts without compromising

the estimation of the true cardiac motion, the ME algorithm was applied to an

initial CS reconstruction of a healthy volunteer sequence undersampled by a fac-

tor of 6. α and β were chosen to minimize the residual motion —measured as the

temporal TV of the resulting sequence— when the motion fields thus obtained

were applied to the original, fully sampled image. The optimal values of α and

β did not show significant variation for other acceleration factors considered.

Moreover, the final reconstruction results have shown to be robust to the choice

of α and β in a wide range of values for all the datasets used since the heart

dimensions and the field of views do not differ considerably in all the datasets

used.

The reconstruction parameters λ and λs/t and their equivalent counterparts

in the compared methods (see the works from Jung et al. (2007) and Asif et al.

(2013)) were fitted to get the highest SER in the reconstruction of the 1.5T (5

coils) dataset, one of the 3T datasets (DICOM data) and the 32-coil dataset.

An example of the sensitivity of both SER and SSIM (see Results section) is

shown in the Supporting Figure 1 for the latter dataset. Notice that the axis

are in logarithmic scale. These parameters have been used for the experiments

described below with the only exception of the subjective judgment on the three

HCM patients; in that experiment, since the acquisition signal to noise ratio

was considerably smaller —a different cardiac antenna was used—, the SER

did not turn out to be a satisfactory metric; on these data, the parameters for

the subjective judgment experiment have been set, for the three methods, by

maximizing the visual judgment of a different observer than the experts on a

single patient.

Final reconstructions were obtained for an acceleration factor of 4 with three

different sparse transforms applied in the initialization of the algorithm, namely,

temporal FFT, temporal TV and spatial DT-CWT. Results are fairly similar for

the three reconstruction procedures since no structural differences are appraised;

some subtle high frequency artifacts are present with TV and DT-CWT, but all

of them fall outside the cardiac area. Since we mean to compare our algorithm

with MASTeR, we have chosen DT-CWT for initialization.
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Figure 2.3: (top) Residual temporal Total Variation of the image after registration and (bot-

tom) registration error (see Eq. 2.14) both for GW and PW approaches as a function of the

acceleration factor.

2.4 Results

Groupwise and pairwise methods comparison

Figure 2.3 shows on top the RE values defined for the GW case in Equation 2.14

for different values of the acceleration factor. We also show the corresponding

RE values for the PW case. The figure on the bottom shows the total variation

of the residual image obtained after registration. Both cases (GW and PW) are

shown.

Figure 2.4 illustrates the effect of a corrupted ME in a MASTeR reconstruc-

tion of a retrospectively 10-fold undersampled short axis cardiac cine sequence.

As remarked in Figure 2.4b, in the final reconstruction false motion is intro-

duced in the original sequence. In Figure 2.4c temporal evolution of a single

pixel is plotted. The reconstructed pixel intensity fluctuates along time, an ef-

fect that is perceived by a human observer as a spatial vibration when observing

the dynamic sequence. The temporal TV values in Figure 2.4d illustrates the

false motion introduced (in Supporting Video 2 the effect is clearly appreciable).

For comparison, in the sequence reconstructed with GW-CS with spatial TV

sparsification the effect is not present.
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Figure 2.4: Effect of the corrupted ME on a short axis 10-fold undersampled cardiac cine

sequence. (a) First frame of the original sequence. (b) Temporal evolution of the intensity

profile at the location indicated in (a) by the dashed line. (c) Plot of intensity value along time

of the pixel indicated by the arrow in (b), from the fully sampled and reconstructed sequences.

(d) Temporal TV of original and final reconstructions.

Figure 2.5 and Supporting Video 3 show the reconstruction results of k-

t FOCUSS, MASTeR, and the proposed GW-CS with two spatial sparsifying

transforms, TV and CWT, at a high acceleration factor of 12, for the 1.5T

dataset. Supporting Video 4 shows the same results for one of the acquired 3T

short axis datasets. Results indicate that GW-CS with TV or CWT provides

lower error than the rest of the methods. The temporal evolution of a slice is

also represented. In Figure 2.6 the proposed algorithm is applied to the dataset

from a patient with abnormal cardiac motion. A similar performance of the

algorithm can be observed as the temporal behavior of the cardiac structures

is preserved; this is illustrated in the last row of the figure for a vertical line

taken at the center of the image, and can be more clearly appreciated in the

Supporting Video 5.
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Figure 2.5: Short axis CINE reconstructions with the fully sampled data and k-t FOCUSS,

MASTeR and the proposed GW-CS with TV and CWT as spatial sparsifying transforms with

retrospective 12-fold undersampling. Single frame (top) and temporal evolution at the location

indicated by dashed line (bottom). Middle row shows the absolute error of each image. Arrows

in the bottom row indicate regions where fine motion detail has been lost in k-t FOCUSS.

Quantitative metrics results

In order to evaluate the performance of the different methods along the cardiac

cycle, Figure 2.7 shows quantitative quality measures calculated for each recon-

structed frame of the same dataset as before in terms of the SER and the SSIM

introduced in the previous section, where the fully sampled image is used as

reference. In Figure 2.8 the performance of the compared methods for different

acceleration factors is analyzed. SER and SSIM index are calculated over a ROI

around the heart and plotted vs. the acceleration factor. Figure 2.9 shows the

reconstruction of a SA slice from the 32-multicoil 1.5T equipment in the differ-

ent time instants of the cardiac cycle; the figure also shows plots of the resulting

SER and SSIM. In the Supporting Video 6, results for acceleration factors of 1,

2, 4, 8, 12 are available.

Subjective qualification results

The reviews reported by the clinicians are summarized in table 2.1. The values

in the table indicate the number of times the reconstruction obtained with each

method was selected as the best one for each acceleration factor.
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Figure 2.6: Reconstructions of the data from a patient with a diagnosed HCM for different

values of the subsampling factor. As it can be observed, the most relevant information, is

preserved in the final sequence. The last row in the figure represents the intensity profile of a

vertical line taken at the center of the image. The intensity variation highlights that motion is

preserved.
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Figure 2.7: Quantitative quality measures for each frame on a 12-fold accelerated reconstruction

of each dataset used. SER and SSIM index calculated over a ROI containing the heart and over

the whole image. First column corresponds to the 1.5T data and the remaining three columns

to the 3T data.
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heart for the four reconstructed sequences. First column corresponds to 1.5T data and the

remaining three columns to the 3T data.

2.5 Discussion

As illustrated in Figures 2.4 and 2.5, GW-CS gets better results than k-t FO-

CUSS or MASTeR. Less noisy images and smoother interior cavities are recov-

ered while preserving sharp edges at the myocardium wall and small structures.

GW-CS with CWT spatial sparsification preserves fine texture details in the

image better than TV. Most significant differences can be appreciated in the

temporal evolution of a single slice for each reconstruction. With k-t FOCUSS,

fine motion details are lost, as can be observed in the interior wall of the my-

ocardium at mid-diastole phase, indicated by arrows in the figure. With MAS-

TeR, the temporal evolution gets noticeably corrupted by an erratic motion that

can be most clearly observed in the right ventricle wall. The erratic motion be-

comes evident when observing the dynamic reconstructions as a video sequence

(see Supporting Video 2). A key aspect of cardiac cine MRI for clinical ap-

plication is the information it provides about myocardium dynamics, so images

corrupted by erratic motion may be an issue. This statement seems to be further

supported by the subjective judgments of the experts shown in Table 2.1. When

applied to cases of abnormal cardiac motion —an HCM patient— the algorithm

has shown to perform in a similar way than in the healthy volunteers case (see

Figure 2.6).

From the quantitative evaluation plotted in Figure 2.7, we can determine

that GW-CS obtains better scores than k-t FOCUSS or MASTeR along the vast

majority of cycles in the cardiac cycle, both in phases with faster motion of
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Figure 2.9: (left) Reconstruction of 32-coil acquisitions for different values of the acceleration

factor; three instants of the cardiac cycle are shown from top to bottom; (right) SER and SSIM

(in the whole image —blue— and within a ROI around the myocardium —green— as function

of the acceleration factor for the images shown.

the heart (systole) as well as in slower phases. SER differences in the ROI are

within the range of 1–2 dB. During the diastole phase, k-t FOCUS results get

close to MASTeR and GW-CS. These are the frames used as reference for the k-t

FOCUSS ME step, with small heart motion. Results over the whole image show

wider differences, of about 3dB, between GW-CS with CWT and MASTeR. In

this case, the difference may be due to the erratic motion introduced by the

MASTeR ME method. Results over the whole image also indicate that GW-CS

with CWT spatial transform gets better results than spatial TV in the static

areas outside the ROI.

Results obtained by GW-CS with CWT or TV for the reconstruction of

the 1.5T dataset, illustrated in Figure 2.8, are very close to those obtained by

MASTeR. Indeed, for low acceleration factors our method gets slightly worse

quantitative metrics than MASTeR. However, in the 3T data experiments, GW-

CS outperforms the others for acceleration factors equal or higher than 6. The

difference in the results can be explained by two aspects: firstly, the fully sam-

pled 1.5T dataset has an appreciable noise level; during the CS reconstructions

part of the noise is washed out by our spatio-temporal sparsity terms. In these

situation, the noise removal effect degrades the calculated SER value. 3T data

have higher apparent SNR, so this effect is not so relevant. Secondly, the 1.5T

data consists of 16 reconstructed cardiac phases, vs. the 30 available in the 3T

data. Therefore, much more information is available to the GW-ME method
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Table 2.1: Clinical experts qualification results. The values indicate the number of times that

each reconstruction was in first place in the reported qualifications

Accel. factor GW-CS MASTeR k-t FOCUSS

Healthy volunteers 4 4 1 1

6 5 0 1

8 6 0 0

HCM patients 4 4 1 1

6 5 0 1

8 4 0 2

than in the 1.5T dataset. The MASTeR ME method cannot take advantage of

the more information available since motion is only estimated between pairs of

adjacent frames. Finally, for 32 coil data (recall Figure 2.9) if the plots in this

figure are compared with those in Figure 2.8 one can appraise a similar behav-

ior. Therefore, conclusions from 32-elements seem parallel to those previously

described.

All in all, in these reconstructions still some high frequency artifacts are

appraised, which constitutes a current limitation of our method. Nevertheless,

the reviews reported by the clinicians (Table 2.1) indicate that the proposed

method outperforms the other other two in terms of subjective perception as

well; these differences, in addition, seem to have an increasing trend with the

acceleration factor in accordance with the quantitative results obtained in the

previous comparison.

In the experimental section we have pursued to compare the performance

of the different ME/MC procedures; consequently, all experimental conditions

have remained the same, i.e., same undersampling patterns, initialization re-

constructions, optimization method and sparsifying transforms have been used.

Therefore, we understand that the main source of improvement in our results

are due to the superior ME/MC scheme. The B-spline deformation model used

is able to accurately describe the motion of the heart and enables us to easily in-

troduce the regularization term in Eq. (2.11) that makes it more robust against

artifacts in the image. As can be seen in the results section, the quantitative dif-

ferences between MASTeR and GW-CS increase with the reduction factor. This

indicates that the GW approach is able to maintain accurate motion estimation

even from highly undersampled data. This statement is supported by means of

Figure 2.3; the figure shows that both in terms of RE and in terms of TV of the
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residual image after registration, the GW approach shows a better performance

than the PW counterpart and the parameter RE seems to highlight differences

between the two paradigms as the acceleration factor increases.

We would like to point out the effect of ME errors in the reconstructed

signal. Fine motion details that the motion model was not able to incorporate

were lost in the reconstructed signal. Therefore, to have a robust and versatile

motion model is a key aspect in ME/MC based reconstruction methods; Figure

2.6 shows that our method is able to track abnormal motion as well.

In our experiments, the reconstruction parameters used with the volunteers

data were set using only one of the three 3T available acquisitions. However, as

previously stated, due to the lower signal to noise ratio (SNR) in the patients

acquisitions these parameters had to be modified. This indicates, as the com-

pressed sensing theory establishes (Candès et al., 2006; Donoho, 2006), that λ

and λs/t optimal values strongly depend on the SNR of the acquisitions. This is

a common limitation in several CS based reconstruction algorithms that should

be addressed. In any case, the parameters were set using only one patient, and

they carried over satisfactorily to the other two. On the contrary, the regis-

tration parameters α and β have been fitted only once for all the experiments.

Although their optimal values could change for image modalities with very dif-

ferent contrast or spatio-temporal resolution, these circumstances can be known

beforehand. This suggest that in real practice a calibration procedure can be

designed.

The GW registration method proposed is more computationally demanding

than their PW counterparts, since an optimization problem of higher dimen-

sionality is addressed. However, in our experiments, the computational cost

associated to the registration procedure is much lower than the cost of the re-

construction step. Therefore, the relative increase in computational cost due to

the registration step has not a considerable effect in the overall algorithm cost.

2.6 Conclusions

In this paper we have presented a new CS reconstruction algorithm (GW-CS)

based on a regularized, temporal, groupwise registration method. In the pro-

posed algorithm, the whole sequence information is available to the ME method

at each registration step instead of just a reference and current frame —as in
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k-t FOCUSS— or pairs of adjacent frames —as in MASTeR—. This makes the

registration method robust to the incoherent aliasing that appears in highly un-

dersampled data enabling robust estimation of the motion information in the

dynamic sequence and achieving further acceleration factors for the same image

quality after reconstruction. The non-rigid nature of the B-spline deformation

model employed has shown capable of describing the motion of the heart and

to recover finer motion details than the block matching method used in k-t FO-

CUSS.

We understand that our ME/MC scheme is quite flexible: first, the ME

method can be easily extended to other image modalities by proper election

of the similarity metric. Second, the quasi-static sequence obtained after MC

can be highly sparsified by any appropriate transform which may depend on

the image modality. Third, the scheme seems compatible with other acquisition

strategies rather than Cartesian trajectories (Usman et al., 2013). Finally, given

the high acceleration factors achieved, the proposed approach could be naturally

extended to real-time imaging of the heart or other moving parts of the body

(Uecker et al., 2012). These possibilities will be explored in future work.
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Supporting Figure 1: Reconstruction parameters selection. One of the

multicoil datasets has been reconstructed for a fixed acceleration factor of 6

with several possible values of the parameters λt and λs/t. The final parameters

are chosen so that the quality metrics SER and SSIM get maximun values. The

optimal values of the parameters could vary for different signals and acceleration

factors; however, no significant differences have been observed. Therefore, λt and

λs/t remained the same in the rest of the experiments.

Video 1: Video showing the effect of the groupwise motion compensation oper-

ator. The fully sampled 1.5T sequence is played on the left half of the video and

the motion compensated one on the right half. The whole sequence is displayed

followed by a zoom of a region of interest (ROI) around the heart. The estimated

spatial deformation is superposed for visualization.

Video 2: Video showing the effect of corrupted motion estimation on the final

reconstruction. A fully sampled acquired 3T sequence is played on the left part.

In the center and right parts a MASTeR and a GW-CS with TV reconstructions

of the 10-fold undersampled sequence is shown. MASTeR reconstruction presents

a motion artifact due to error induced by non-coherent aliasing during motion

estimation.

Video 3: Video showing the reconstructions of the 1.5T dataset with a 12-fold

acceleration factor. From left to right: fully sampled sequence, k-t FOCUSS

with ME/MC, MASTeR, GW-CS with TV and GW-CS with CWT are shown.

Video 4: Video showing the reconstructions of one of the 3T acquired datasets

with a 12-fold acceleration factor. From left to right: fully sampled sequence,

k-t FOCUSS with ME/MC, MASTeR, GW-CS with TV and GW-CS with CWT

are shown.

Video 5: Video showing the reconstructions of a sequence with abnormal

cardiac motion. From left to right: fully sampled sequence and acceleration

factors of 2, 4 and 8.

Video 6: Video showing the reconstructions of a 32-coil, healthy volunteer

dataset. From left to right, fully sampled sequence and acceleration factors of

2, 4, 8 and 12. In the last two cases, high frequency artifacts and loss of quality

become relevant.
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Abstract

Purpose: To eliminate the need of spatial intra-frame regularization in a

recently reported dynamic MRI compressed-sensing based reconstruction

method with motion compensation and to increase its performance.

Theory and Methods: We propose a new regularization metric based

on the introduction of a spatial weighting measure given by the Jacobian
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of the estimated deformations. It shows convenient discretization prop-

erties and, as a byproduct, it also provides a theoretical support to a

result reported by others based on an intuitive design. The method has

been applied to the reconstruction of both short and long axis views of

the heart of four healthy volunteers. Quantitative image quality metrics

as well as straightforward visual assessment are reported.

Results: Short and long axis reconstructions of cardiac cine MRI se-

quences have shown superior results than previously reported methods

both in terms of quantitative metrics and of visual assessment. Fine

details are better preserved due to the lack of additional intra-frame reg-

ularization, with no significant image artifacts even for an acceleration

factor of 12.

Conclusions: The proposed Jacobian Weighted temporal Total Varia-

tion results in better reconstructions of highly undersampled cardiac cine

MRI than previously proposed methods and sets a theoretical ground for

forward and backward predictors used elsewhere.

Keywords: Dynamic MRI reconstruction; compressed sensing; groupwise reg-

istration; motion estimation

3.1 Introduction

Temporal TV (tTV) has provided good results in dynamic MRI reconstruction

methods (Adluru et al., 2009; Feng et al., 2013, 2014) based on the compressed

sensing (CS) theory (Donoho, 2006; Candès et al., 2006). However, these meth-

ods remain sensitive to large inter frame motion usually present in dynamic MRI

due to breathing, phase misalignments in, e.g., cardiac perfusion, or the natural

motion of the heart in cine MRI. Since this motion reduces the sparsity of the

signal, the achievable acceleration factor shrinks as well.

Several methods in the literature introduce some knowledge about motion

to promote signal sparsity prior to the computation of the tTV; the underly-

ing assumption is that motion can be described with fewer parameters than the

changes it introduces in the dynamic sequence (Prieto et al., 2007). In MASTeR

(Asif et al., 2013), motion between each pair of consecutive frames in cardiac

cine MRI is estimated from an initial reconstruction and used to predict adja-

cent frames. Residuals between the actual and predicted frames are assumed
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sparse. In order to prevent bias, motion is estimated both forwards (FW) and

backwards (BW). In the deformation corrected (DC)–CS framework proposed

by Lingala et al. (2015) the dynamic sequence and the inter frame motion are

jointly estimated and the overall procedure is applied to compensate for respi-

ratory motion in cardiac perfusion imaging. In addition, the sparse domain can

be chosen independently of the motion estimation procedure. In our previous

works, GW-CS (Royuela-del Val et al., 2016a), a related approach is presented.

The ME step is based on a B-spline deformation model and on a GW temporal

registration algorithm; the procedure turns out to be robust to the artifacts in-

troduced by the undersampled acquisition. However, the motion compensation

operator led to image artifacts in the reconstructed image. Therefore, a spatial

regularization term was introduced to eliminate these artifacts at the cost of

increasing, consequently, the complexity of the method.

In this paper, we propose a new sparse regularization term given by the inclu-

sion of the Jacobian of the estimated non-rigid deformation in the DC-tTV. This

regularization term, hereafter referred to as Jacobian Weighted tTV (JW-tTV),

has a three fold advantage, namely: 1) avoids the presence of the reconstruction

artifacts, eliminating the need of additional spatial regularization, 2) has conve-

nient discretization properties that facilitate its implementation and 3) provides

theoretical support for the FW and BW motion operators introduced empirically

in MASTeR. The modified tTV has been applied to the reconstruction of cine

sequences following the scheme in GW-CS.

3.2 Theory

Dynamic MRI Compressed Sensing Reconstruction

We represent the MRI sequence to be reconstructed m as a stack of N continuous

2D images mn(x), with spatial location x ∈ X ⊂ R2 and temporal index n =
1, 2, . . . , N . Once noise decorrelation is applied, the acquired MRI data can be

modeled as (Pruessmann et al., 1999)

yn,c =
∫

x∈X
mn(x)Sc(x) exp

(
−ikTnx

)
dx + nn,c (3.1)

where kn represents the set of k-space positions sampled at the indexed time

n, Sc(x) the sensitivity profile of each coil in parallel MRI and nn,c a circularly
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Figure 3.1: a) Diagram of a SA view of the heart and the spatial deformations that map the

reference configuration in material point coordinate system (bottom) to the systolic (top left)

cardiac phase. At systole, the blood pool (lined regions) contracts, so the Jacobian of the

deformation takes values lower than the unit in that region. On the contrary, the cardiac

muscle thickens (shadowed regions) in the 2D view, so the Jacobian is greater than one in

the myocardium. At diastole (top right), the situation is reversed. b) Example on real data

at systole (top) and in the reference configuration (bottom left). Dashed circles delineate

the myocardium. At bottom right, the spatial distribution of the Jacobian (bottom right)

agrees with a). c) Table summarizing the main differences between MASTER, GW-CS and the

proposed method. Analytically our sparse regularization term turns out to coincide with the

one used by MASTER; however, we prefer to use the name JW-tTV to emphasize its origin.

symmetric white Gaussian noise. In vector form, Eq. (3.1) can be rewritten as

y = E(m) + n (3.2)

where the operator E comprises the multiplication by coil sensitivities and the

evaluation of the Fourier transform (FT) at the k-space positions kn for n =
1, 2, . . . , N .

Under the CS theory, the sequence m can be recovered from the undersam-

pled data y by solving the following minimization problem (Feng et al., 2014)

m̂ = arg min
m

1
2‖y−E(m)‖2`2 + λ‖Ψ(m)‖`1 (3.3)

where `1 regularization term promotes sparsity of the solution in the transformed

domain given by Ψ. For cardiac cine MRI, tTV has been successfully applied

and can be defined

‖∇t(m)‖`1 = 1
|X |N

∫
x∈X

N∑
n=1
|mn+1(x)−mn(x)| dx (3.4)

where cyclical motion has been considered by setting mN+1(x) = m1(x).
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Jacobian Weighted tTV with Motion Compensation

In order to compensate for the inter frame motion, we introduce a motion com-

pensation operator TΘ that deforms each of the cardiac phases to a common,

average, motion state. The transform is governed by the set of parameters Θ.

The resulting reference configuration can be regarded as a material point co-

ordinate system. However, as discussed by Royuela-del Val et al. (2016a), its

direct application may lead to severe artifacts in the regions of the reconstructed

images where large deformations are involved.

Moreover, when the tTV is computed after the application of TΘ, the ac-

cumulated differences are implicitly weighted according to their corresponding

areas in the motion corrected sequence TΘ(m), as opposed to those in the one

to be reconstructed; this is illustrated in Figure 3.1a, where a diagram shows

the change in area induced by the spatial deformation and how it relates to its

Jacobian∗. Intuitively, when the transformation gives rise to a contraction —

Jacobian lower than 1—, it will be over-regularized during reconstruction, since

it occupies a larger area in the reference configuration. Contrarily, enlarged ar-

eas —Jacobian higher than 1— will be under-regularized. Figure 3.1b shows an

example of the spatial distribution of the Jacobian at systole on real data. In

Supporting Video 1, the example is reproduced for the whole cardiac cycle.

Consequently, we propose to counteract this effect by locally weighting each

temporal difference according to its corresponding area in the original sequence.

We define a JW-tTV regularization term given by†:

‖m‖TΘ = 1
|X |N

∫
x∈X

N∑
n=1
|mn+1(Tn+1(x))−mn(Tn(x))| JTn+1/2(x) dx (3.5)

where un = Tn(x) stands for the spatial deformation that maps each material

point x in the motion compensated sequence to its corresponding spatial loca-

tion un at instant n. Given the discrete nature of index n, the transformation

Jacobian at n+ 1/2 is approximated by

JTn+1/2(x) ≈ 1
2
[
JTn(x) + JTn+1(x)

]
(3.6)

∗Notice that although TΘ(m) stands for the motion corrected sequence, transformations are

actually defined in the opposite direction, i.e., from material coordinates to spatial coordinates.
†We consider that motion is entirely located within the image boundaries so integration

domains do not effectively change with the change of variables.
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what allows us, after permuting summation and integration orders, to split Eq.

(3.5):

‖m‖TΘ ∝
N∑
n=1

{∫
x∈X
|mn+1(Tn+1(x))−mn(Tn(x))| JTn(x) dx +∫

x∈X
|mn+1(Tn+1(x))−mn(Tn(x))| JTn+1(x) dx

} (3.7)

By means of the changes of variable Tn(x) = un → JTn(x)dx = dun and

Tn+1(x) = un+1 → JTn+1(x)dx = dun+1 we write:

‖m‖TΘ ∝
N∑
n=1

{∫
un∈X

|mn+1(Tn+1,n(un))−mn(un)| dun +

∫
un+1∈X

|mn+1(un+1)−mn(Tn,n+1(un+1))| dun+1

} (3.8)

where we have defined Ti,j = Ti ◦ T−1
j —details on how to obtain T−1

j are

provided in the Appendix—. That is, Ti,j deforms mi to mj (Metz et al., 2011).

In Eq. (3.8) we return from the common material point coordinate system to

the local spatial system of each frame while retaining the motion information

from TΘ. Defining Bi(mi) = mi ◦Ti,i−1 and Fi(mi) = mi ◦Ti,i+1,

‖m‖TΘ ∝
N∑
n=1

∫
u∈X
‖Bn+1(mn+1)−mn‖`1 + ‖Fn(mn)−mn+1‖`1du (3.9)

whereBi and Fi are two motion operators that map each frame i onto its previous

(BW) and following (FW) frames, respectively. In Eq. (3.9) the dependence of

the integrand with u is omitted for notational simplicity.

It is worth mentioning that Eq. (3.9) resembles the regularization term used

in MASTeR (Asif et al., 2013). With our result we provide theoretical support

for the use of both BW and FW motion operators empirically introduced in

that work. Moreover, while in MASTeR these operators arise directly from the

sequential ME technique applied, in our proposal they are obtained from TΘ

regardless of the ME technique used. This enables us to apply a GW temporal

registration scheme which has shown more robustness to undersampling artifacts

than sequential methods (Royuela-del Val et al., 2016a). Figure 3.1c summarizes

the differences between the proposed method, the original GW-CS and MASTeR.
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input:

y: undersampled k-t data

E: encoding operator

λ: sparsity regularization parameter

initialization:

k ← 0
m0 ← Eq. (3.3); initial CS reconstruction.

while k < kmax. number of iterations do

Θk+1 ← GW temporal registration. See Royuela-del Val et al.

(2016a) for details.

mk+1 ← CS reconstruction. Solve Eq. (3.11) for Θk+1. (For com-

parison, at this step the original GW-CS algorithm solves Eq. (3.10)).

k ← k + 1
end

output: m̂ = mkmax

Table 3.1: Implementation of JW-tTV based reconstruction of undersampled dynamic MRI.

3.3 Methods

The objective function on which GW-CS is grounded is:

m̂ = arg min
m

1
2‖y−E(m)‖2`2 + λt‖∇t(TΘ(m))‖`1 + λs‖Ψ(m)‖`1 (3.10)

with Ψ a spatial wavelet transform. In this paper, the `1 terms are substituted

by the JW-tTV term (Eq. 3.8); the last term, which is the spatial regularization

term, is dropped. The JW-tTV reconstruction is then formulated as

m̂ = arg min
m

1
2‖y−E(m)‖2`2 + λ‖m‖TΘ . (3.11)

A scheme of the proposed algorithm follows is presented in Table 3.1

In the implementation m is discretized in a regular Cartesian grid and inter-

polation is used to compute TΘ(m). In our experiments, a bicubic interpolation

provided better reconstructions than the bilinear scheme used in Royuela-del Val

et al. (2016a) without a noticeable increment in computational cost. The whole

reconstruction algorithm was implemented in MATLAB (MathWorks, Natick,
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MA) and the optimization problems in Equations (3.3) and (3.9) were solved

with the NESTA algorithm (Becker et al., 2011) on a PC with two Intel XEON

E5-2695 v3 @ 2.30GHz with 14 cores and 64 GB of RAM.

The parameter λ was fitted to achieve the highest SER —defined later—

in a region around the heart for one of the datasets for an acceleration factor

of 8 and kept constant for the rest. The same approach was followed to fit λt

and λs in GW-CS. The obtained values are λ = 0.01, λt = 0.003 and λs =
0.0003. For the experiments in Figure 3.4a (see below), in which the proposed

method is complemented with a spatial regularization term at the only purpose

of comparison, its weight is set to 0.001 (with the original λ kept constant).

Two quantitative error metrics were used for reconstruction comparison.

Firstly, the signal–to–error ratio (SER), defined as

SER(dB) = 20 log10
‖m‖`2

‖m− m̂‖`2
,

where m denotes the fully sampled image and m̂ the image reconstructed from

undersampled data. Second, the structural similarity index —SSIM— (Wang

et al., 2004) was also used as a complementary quantitative metric.

In vivo experiments

SA and long axis (LA) views of the heart were obtained from four healthy volun-

teers on a 3T Philips Achieva equipment with a 32-element cardiac coil. Other

relevant scan parameters include: b-SSFP sequence, TR/TE/flip angle = 3.3

ms/1.57 ms/45◦, FOV = 320×320 mm2 and slice thickness = 8 mm. 30 car-

diac phases were reconstructed with retrospective ECG synchronization. Fully

sampled images were converted back to k-t space and considered as single coil

acquisitions. Data was retrospectively undersampled with an inhomogeneous

sampling pattern following a Gaussian distribution along the phase encoding

direction simulating different acceleration factors ranging from 2 to 12.

3.4 Results

Figure 3.2 shows the reconstruction of a midventricular SA slice with the four

methods compared —regular CS reconstruction with tTV, MASTeR, original
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GW-CS and JW-tTV—. Temporal profiles, corresponding frames at systole and

error images are shown. Figure 3.3 shows the equivalent results obtained for a

left two-chambers view of the same dataset.

Methods with motion compensation outperform regular CS for high accel-

eration factors. However, MASTeR shows a faster degradation of the image

quality that is more evident in the temporal profiles in Figures 3.2b and 3.3b,

where the edges of the myocardial are severely distorted and some erratic motion

can be observed —white arrows—. This effect, clearly appreciable in Support-

ing Videos 2 and 3, is due to the sequential ME technique applied, which turns

out to be affected by the strong undersampling artifacts present in the initial

reconstruction. As for GW-CS, we can see how dynamic behavior is better pre-

served given the more robust ME technique. However, in Figures 3.2c and 3.3c,

structure edges become more blurred for high acceleration factors due to the

spatial regularization introduced. Still; however, some residual high frequency

artifacts remain for the highest acceleration factor. With JW-tTV there is no

need of such a spatial regularization and myocardium edges as well as papillary

muscles are better preserved. In the LA views, the mitral valve can be appraised

both in MASTeR and the JW-tTV reconstructions for an acceleration factor of

8; however, in GW-CS the spatial regularization hinders the retrieval of such a

small structure from the undersampled data —white arrows—.

In order to analyze the effects of the proposed JW-tTV and the spatial

regularization separately, in Figure 3.4a one SA view has been reconstructed

with both the original GW-CS method and with JW-tTV with and without

a spatial regularization term based on the complex wavelet transform (CWT).

The GW-CS reconstruction without spatial regularization shows high frequency

artifacts, specially at end-diastole and systole, which are removed with spatial

regularization; however, edge sharpness is strongly affected and thin details are

lost. In the proposed method, the additional spatial regularization does not

involve an appreciable improvement in image quality but affects complexity and

computational cost of the algorithm. The sensitivity of the algorithm to different

initializations is analyzed in Figure 3.4b. Three different sequences where used

as initial guesses; namely, the ground truth images from the fully sampled data,

an initial CS reconstruction with tTV and an initial CS reconstruction spatially

over-regularized with CWT. Both the visual appearance and quantitative metrics

shown are very similar in the three cases, with slight superior scores for the fully

sampled initialization. These results suggest that the method is robust against
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Figure 3.2: Reconstructions of a short axis view of the heart. (a) Fully sampled systole phase

with square ROI around the heart (top), detail of the ROI (bottom left) and temporal profile

of a single slice along the indicated vertical line (bottom right). (b) Temporal profiles of the

reconstructions with regular tTV regularization without motion compensation, MASTeR, the

original GW-CS and the proposed method for the indicated acceleration factors ranging from

2 to 12. Difference images with respect to the fully sampled image appear next to each profile,

multiplied by a scale factor of 5. (c) Reconstructed short axis views as in (b). White arrows

indicate some erratic motion present in MASTeR reconstructions for high acceleration factors.
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Figure 3.3: Reconstructions of a left two chambers view of the heart, presented following the

same scheme as that in Figure 3.2. (a) Fully sampled systole phase with square ROI, detail

of the ROI (bottom left) and temporal profile of a single slice (bottom right). (b) Temporal

profiles and error images (scale factor of 5) of the reconstructions with the four compared

methods for the indicated acceleration factors. (c) Reconstructed LA views as in (b). White

arrows indicate the position of the mitral valve.
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Figure 3.4: (a) Effects of the spatial regularization in a short axis view reconstruction. Systolic

phase and temporal evolution of a horizontal line across left and right ventricles are shown. (b)

Effect of different initializations (fully sampled, tTV and CWT) on the proposed algorithm.

SER (dB) and SSIM index in the region of interest are shown below each final reconstruction.

An acceleration factor of 10 was used.

large differences in the initialization and, as it iterates, it is able to recover from

poor initial guesses.

In Figure 3.5 plots of the SER and SSIM obtained for the reconstructions

of the four SA datasets are represented. Both GW-CS and JW-tTV outperform

MASTeR reconstructions in terms of SER and SSIM and differences increase

with the acceleration factor. However, there is no appreciable difference between

the GW-CS and JW-tTV in terms of these quantitative metrics. We understand

that achieving comparable performance with one less control parameter and with

better edge definition is worth taking.

3.5 Discussion and Conclusions

In this work we have proposed a modification of the tTV metric commonly used

in the CS reconstruction of dynamic MRI sequences by means of a weighting

factor given by the Jacobian of the transformation TΘ that maps the position

of each point in the motion compensated sequence to its corresponding position

in the original sequence. At first sight, this could be regarded as an adaptive

TV related to the one proposed in (Kamesh Iyer et al., 2012), where spatial TV

regularization is leveraged in the presence of spatial edges to preserve sharpness.

However, in our proposal we intend to account for the effect of the relative size

of each region in the image, regardless of the underlying structures.

With this modification, the resulting tTV metric resembles the regulariza-

tion term proposed in MASTeR (Asif et al., 2013). However, in this case the-

62



3.5. Discussion and Conclusions

2 4 6 8 10 12
10

15

20

25

30

35

2 4 6 8 10 12
10

15

20

25

30

35

S
E

R
(d

B
)

2 4 6 8 10 12
10

15

20

25

30

35

2 4 6 8 10 12
10

15

20

25

30

35
GW-CS

JW-tTV

MASTeR

2 4 6 8 10 12
0.75

0.8

0.85

0.9

0.95

1

S
S

IM
(d

B
)

Acceleration factor
2 4 6 8 10 12

0.75

0.8

0.85

0.9

0.95

1

Acceleration factor
2 4 6 8 10 12

0.7

0.75

0.8

0.85

0.9

0.95

1

Acceleration factor
2 4 6 8 10 12

0.75

0.8

0.85

0.9

0.95

1

Acceleration factor

Figure 3.5: SER(dB) and SSIM index calculated over a ROI around the heart in the SA views

for the four volunteers with the proposed metric, original GW-CS and MASTeR.

oretical support has been given to the inclusion of both FW and BW motion

compensation terms and the definition of these terms has been made indepen-

dent of the ME technique. This has allowed us to apply the robust GW temporal

registration approach previously proposed in GW-CS so differences with respect

to MASTeR are maintained; with the JW-tTV modification proposed in this

paper, there is no need of the additional spatial regularization introduced in

GW-CS —the term weighted by λs in Eq. (3.10)—, a fact of great importance

since now sharper edges and small details in the images, even for acceleration

factors as high as 12, are maintained. The erratic motion observed in MASTeR

reconstructions for high acceleration factors —see Supporting Video 2 for fac-

tor 8 and beyond— reveals how the final reconstruction may be corrupted by

ME errors, which occasionally could be misinterpreted as false cardiac function

abnormalities. This fact makes even clearer the need of a robust ME technique

as we understand ours is. In any case, the impact of motion artifacts should

be further studied to validate the clinical utility of these methods at such high

acceleration factors.

As indicated in Eq. (3.8), the transform TΘ that results from the estimated

motion should be invertible. Proper spacing of the B-splines control points and

the introduction of a regularization term (see the Appendix) encourages its in-

vertibility. Even though this property is not strictly guaranteed, the experiments

realized so far have always led to invertible transforms.

The presented experiments have been performed simulating an undersam-

pled acquisition in Cartesian trajectories. Execution times at the different accel-
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eration factors and orientations considered and for the four volunteers datasets

ranged 8–10 min for MASTeR reconstruction, 15–22 min for GW-CS and 11–18

min for JW-tTV. Generally speaking, higher acceleration factors led to faster

reconstructions given the lesser data involved. The higher execution times of

GW-CS and JW-tTV with respect to MASTeR are mainly due to the GW reg-

istration; an additional advantage of JW-tTV is the lower execution time due to

the elimination of the spatial regularization term. Needless to say, these methods

could benefit from more efficient implementations in compiled languages and its

execution on GPU devices.

This registration method can be easily extended to other image modalities

where the assumption of constant pixel intensity does not hold —as in contrast

enhanced MRI— by proper election of the similarity metric (Cordero-Grande

et al., 2013). Moreover, the advanced normalization tools (ANTs) package

(Avants et al., 2011) provides versatile diffeomorphic registration methods in

which the invertibility of the deformation is guaranteed. The adaptation of

these methods to our application will be studied. As for the sparsity term, in

this situation the introduction of the Jacobian weighting is not directly applica-

ble to common sparse representations such as the temporal Fourier transform.

However, higher order temporal differences could be used in Eq. (3.5) to enforce

smooth evolution of single pixel intensities while preserving from staircase ef-

fects. This approach has shown to be very effective when applied in the spatial

domain (Knoll et al., 2011) and will be further explored.
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Appendix

Inversion of the deformation field

In order to define the operator Ti,j , the inverse transformation T−1
j is needed.

Since the inverse of a B-spline cannot be analytically obtained, a numerical opti-

mization approach is adopted. In general, T−1
j will not be a B-spline transform.

Therefore we directly look for the set of material points xn that, when mapped

by Tn, result in the regular Cartesian grid of spatial locations in which the orig-

inal images are discretized —see implementation description—. To this end, for

each n we solve

x∗n = arg min
x

∑
un∈X ′

‖Tn(x)− un‖2`2 (3.12)

with X ′ the set of discrete pixels in X , using nonlinear conjugate gradient op-

timization. Solving Eq. (3.12) is equivalent to storing an approximation of

the evaluation of T−1
n for every un ∈ X ′. We approximate Ti,j(uj) |uj∈X ′ =

Ti(T−1
j (uj)) |uj∈X ′ ≈ Ti(x∗j ). The previous approach has the advantage that

no deformation model assumption for T−1
n is needed. On the other side, it is

only valid for the set of points in X ′ for which Eq. (3.12) is solved, which is

compatible with the reconstruction method at hand.

In the registration algorithm, even though the invertibility of Tn is not

guaranteed, it is enforced by proper selection of the spacing between B-spline

deformation control points and the regularization of the deformation fields with

a term related to the elastic energy of the transformation (Rueckert et al., 1999)

—see (Royuela-del Val et al., 2016a) for details—. In our experiments, control

point spacing was 4 mm along both spatial dimensions. The weight given to the

regularization term was tuned to minimize the residual motion —measured as the

tTV— when the deformations estimated from an initial CS reconstruction at an

acceleration factor of 8 were applied to the corresponding fully sampled sequence.

This way, the registration method is made robust against residual undersampling

artifacts and prevented from becoming non-invertible, while keeping it flexible

enough to describe cardiac motion.

Supporting material

This section indexes the supplementary material that can be found in the elec-

tronic version of the publication. The code implementing the methods described
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in this publication and the supplementary material are available as well with the

electronic version of this Thesis and at the website of the author at

http://www.lpi.tel.uva.es/~jroyval

Supporting Video 1: Motion estimation and compensation on a fully sampled

short axis view of the heart. From left to right and top to bottom: original se-

quence, original sequence with the estimated deformation plotted in red, motion

compensated sequence and spatial distribution of the Jacobian of the deforma-

tion along the cardiac cycle.

Supporting Video 2: Reconstruction of a short axis view of the heart with

a regular CS reconstruction method with tTV, MASTeR, the original GW-CS

method and the proposed JW-tTV for acceleration factors 2, 4, 8 and 12.

Supporting Video 3: Reconstruction of a long axis view of the heart with

a regular CS reconstruction method with tTV, MASTeR, the original GW-CS

method and the proposed JW-tTV for acceleration factors 2, 4, 8 and 12.
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4.1 Purpose

Multi–slice 2D (M2D) cine MRI is a clinical gold standard for the assessment

of ventricular volumes and cardiac function. However, this acquisition currently
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needs to be performed during several BHs, leading to slice-misalignment and long

scans duration. In this work we propose a novel undersampled reconstruction

approach to perform M2D whole heart cine MRI in a single breath hold. The

proposed method, which we call kt-WiSE, is based on CS and a groupwise tem-

poral registration algorithm for the estimation and compensation of the motion

of the heart. The proposed approach was tested on healthy volunteers with data

acquired on a golden radial trajectory (Winkelmann et al., 2007), and compared

against the gold standard M2D acquisition.

4.2 Theory

Compressed sensing has been shown to highly accelerate cine MRI by exploit-

ing sparsity of the signal in the temporal domain (Otazo et al., 2010). MC

has been incorporated into the CS reconstruction to achieve sparser temporal

representations by reducing inter-frame cardiac motion, as previously proposed

by Prieto et al. (2007) and Lingala et al. (2015). These MC-CS methods enable

higher acceleration factors, however present remained artifacts due to motion es-

timation/compensation errors. To overcome these problems we propose a joint

optimization approach for the image m and motion parameters. This MC-CS

approach uses a spatio-temporal regularized groupwise registration algorithm

based on a non-rigid B-splines deformation model and can be formulated as

iteratively solving the following equations (4.1) and (4.2). First:

minimize
m

‖y−Em‖22 + λ‖ΨTΘm‖`1 (4.1)

where E stands for the encoding operator (including gridding and coil maps), Ψ
for sparsity transform and TΘ for the spatial deformation associated to the mo-

tion of the heart. TΘ is parameterized by a regular grid of control points Θ. Since

no motion is known in the first iteration, an initial CS reconstruction is performed

with TΘ set to the identity and Ψ to a spatial wavelet transform (Figure 4.1.b).

After the first iteration Ψ is the concatenation of temporal total variation (TVt)

and a spatial wavelet transform (WTs), so Ψm = [
[
TVtTΘm]T|[WTSm]T

]T
Second, the spatial deformation TΘ is estimated by solving

minimize
Θ

‖TΘm− TΘm‖22 + C(TΘ) (4.2)
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Figure 4.1: Proposed reconstruction algorithm. (a) M2D golden radial acquisition, (b) initial

CS reconstruction, (c) groupwise registration and (d) MC-CS reconstruction.

where TΘm represents the temporal average of the deformed sequence and C(TΘ)
is a spatio–temporal regularization cost function (Metz et al., 2011). When TΘ

is applied a quasi-static sequence with high temporal sparsity results, as can be

observed in the temporal profiles in Figure 4.1.c.

4.3 Methods

A healthy male volunteer was scanned with a 32-element cardiac coil and a golden

radial trajectory on a 1.5T Philips scanner. Other relevant scan parameters in-

clude: b-SSFP sequence, TR/TE/α=2.9ms/1.44ms/60◦, FOV = 320x320mm2,

spatial resolution = 2x2mm2, slice thickness = 8mm with no gap between 12

slices. 256 radial profiles were acquired per slice during a single cardiac cycle

with ECG triggering. 16 cardiac phases were retrospectively reconstructed (16

profiles per phase), leading to a temporal resolution of 46.4ms. A conventional

fully sampled, Cartesian, multi BH scan was performed with similar acquisi-

tion parameters for comparison. Total data acquisition time was 11.1 s in the

proposed single BH scan and 1 min 42 s in the Cartesian one (without consid-

ering resting intervals between breath holds). Sensitivity maps were estimated

from a separate scan. For comparison, data was also reconstructed using k-t
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Figure 4.2: (a) Apical, med-ventricular and basal slices at systole for fully-sampled (top), k-t

SPARSE-SENSE (middle), and kt-WiSE (bottom) reconstructions. (b) Temporal profiles of a

mid-ventricular slice for the three reconstruction methods.

SPARSE-SENSE (Otazo et al., 2010) with temporal Fourier transform as sparse

domain.

4.4 Results and conclusions

Apical, medial and basal slices at end systole obtained from the multi BH Carte-

sian data and from the single breath hold golden radial data reconstructed with

k-t SPARSE-SENSE and kt-WiSE are shown in Figure 4.2.a. Sharper edges and

better overall quality can be appreciated in the last case. Figure 4.2.b shows

temporal profiles of the medial slice. Better temporal fidelity can be perceived

for the kt-WiSE image.
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Abstract

In this paper we propose a methodology to achieve single breath-hold

whole-heart cine MRI with a temporal resolution of ∼46ms and a spatial

resolution of 2×2mm2 out of a previously described method (JW-tTV)

for single slice reconstruction.Its feasibility is tested by itself and in com-

parison with another state-of-the-art reconstruction method (MASTeR);
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both methods are adapted to Golden Radial k-space trajectories. From

a formal viewpoint, we make use of a realistic numerical phantom to

have a ground truth of deformation fields so that the methods perfor-

mances against noise can be quantified and the sparsity regularization

parameter involved in the reconstructions can be fixed according to the

signal to noise ratio. Phantom results show that the adapted JW-tTV

method is more robust against noise and provides more precise motion

estimations and better reconstructions than MASTeR. Both methods

are then applied to the reconstruction of 12-14 short axis slices covering

the whole heart on eight volunteers. Finer details are better preserved

with JW-tTV. Ventricle volumes and ejection fractions were computed

from the volunteers data and preliminary results show agreement with

conventional multiple breath-hold Cartesian acquisitions.

5.1 Introduction

Cine MRI has become the preferred technique for the noninvasive study of the

ventricular volumes and cardiac function (Bogaert et al., 2012), where a stack of

short axis slices covering the ventricles are acquired during several breath-holds

(BH), typically one per slice, to avoid respiratory motion artifacts. This ap-

proach leads to long scan durations, misalignments between the slices acquired

at slightly different BH positions and requires patient cooperation, a need that

may be hindered by the patient pathology degree. The development of a tech-

nique able to cover the whole heart in a single BH would significantly palliate

these shortcomings. However, such a technique would involve the application of

very high acceleration factors given the short time available for data acquisition.

Compressed sensing (CS) (Donoho, 2006) based reconstruction methods

have been developed and successfully applied to multi-slice 2D SSFP sequences.

In (Feng et al., 2013), a free-breathing approach is presented in which a pseudo-

random, eight-fold undersampling acquisition pattern in the Cartesian k-t space

is applied. In (Vincenti et al., 2014) a closely related approach is applied to

acquire four short axis and three long axis views of the heart in a single BH.

shape model is fitted to estimate the volume of the left ventricle (LV).

In the mentioned methods, the application of a Cartesian acquisition scheme

leads to limited spatio-temporal resolution and, in some cases, aliasing problems
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along the phase-encoding direction (Vincenti et al., 2014). Moreover, the tar-

geted temporal resolution must be strictly defined before the examination, as

it would determine the acquisition pattern (roughly speaking, the temporal res-

olution will determine how often the center of the k-space is sampled). These

limitations can be overcome by the application of a Golden radial (GR) trajec-

tory in k-space (Winkelmann et al., 2007). Since no phase-encoding is used, there

is no interference from objects outside the field of view and the wisely selected

golden-angle step allows to continuously acquire data regardless of the final tem-

poral resolution of the reconstructed images, resulting in a more versatile and

simpler procedure.

Recently, motion estimation (ME) and motion compensation (MC) tech-

niques have been introduced in CS methods in order to minimize the degradation

of CS reconstructions due to inter frame motion (Asif et al., 2013; Lingala et al.,

2015; Royuela-del Val et al., 2017a). In CS with ME/MC, motion is jointly esti-

mated from the reconstructed images themselves which, in turn, will be affected

by both remaining undersampling artifacts and noise. The degree to which these

errors in the images affect the estimated motion will determine the final quality

of the reconstructions. Therefore, the application of a robust ME method turns

out crucial (Royuela-del Val et al., 2016a). However, the lack of a noise-free

ground-truth for the images and the deformation fields hinders the performance

analysis of the ME techniques and the CS reconstruction methods against noise

in real situations. Signal to noise ratio (SNR) is also determinant in the choice

of the regularization parameters involved in CS reconstruction (Doneva et al.,

2012; Feng et al., 2013). A common procedure is to sweep the parameter space

and select those parameters that provide the best reconstruction according to an

expert criterion. This approach has clear limitations in real-world applications.

In this work we achieve higher acceleration factors with respect to recently

published methods so whole-heart multi-slice cine single BH coverage is achieved.

This is done by extending the Jacobian weighted temporal total variation (JW-

tTV) (Royuela-del Val et al., 2017a) method, originally applied to the recon-

struction of single-slice Cartesian acquired data, to use a GR acquisition scheme.

This allows us to reach a x16 acceleration factor (with respect to a fully sam-

pled Cartesian acquisition) that had remained unachieved so far. This proposal

is compared with MASTeR (Asif et al., 2013), a related method which differs

mainly in the ME technique used and which we have also extended to use GR. We

show that quantitative cardiac function indicators, namely end diastolic (ED),
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end systolic (ES) and EF values calculated from the images reconstructed with

the proposed method are in accordance with those obtained from a gold standard

multi-BH Cartesian acquisition.

In addition, and as a preliminary step, we analyze the effect of noise on the

acquired data in two aspects. First, in the selection of the optimal value for the

regularization parameter involved in the CS reconstruction in order to obtain a

empirical rule to select it. Second, in the errors induced in the estimated motion

fields and in the quality of the final images. To this end, we use the numerical

phantom XCAT (Segars et al., 2010; Wissmann et al., 2014) to generate realistic

ground truth deformation fields and synthetic k-space data affected by different

levels of noise. The resulting extensions of both compared methods (JW-tTV-

GR and MASTeR-GR) are tested.

5.2 Methods

CS reconstruction of undersampled dynamic MRI with ME/MC

In CS with ME/MC, the reconstruction of an MRI image m from the acquired

undersampled k-space data y can be formulated as (Royuela-del Val et al., 2016a)

minimize
m

1
2 ‖ y−Em ‖2`2 +λ ‖ ΦTΘm ‖`1 (5.1)

where E is the encoding operator that models the acquisition process. In Carte-

sian acquisitions, E comprises the multiplication of the image m by the coils

sensitivity profiles and the application of the regular FFT followed by the un-

dersampling of the data with the used sampling pattern. In cine cardiac MRI, the

sparsifying transform Φ is typically chosen to be the temporal Fourier transform

or the temporal total variation, in order to exploit the temporal redundancy

between different cardiac phases. However, inter-frame motion will affect the

redundancy of the signal along time reducing, reducing its sparsity level. The

MC operator TΘ comprises a set of spatial deformations, governed by the set of

parameters Θ, that deform each temporal instant in the dynamic image m to

a common reference motion state. This way, the sparsity of the the resulting

motion compensated sequence along the temporal dimension is restored and the

quality of the reconstruction improved, consequently. The parameter λ, referred

to as regularization parameter in the introduction section, establishes a trade off

between data consistency and the sparsity of the solution.

74



5.2. Methods

Since the motion in m is not known beforehand, a regular CS reconstruction

is performed as a first step, which is equivalent to solve Eq. (5.1), with TΘ set to

the identity. Then, a ME step follows and TΘ is estimated. The ME technique

consists on a groupwise registration method based on a B-spline deformation

model (Rueckert et al., 1999), controlled by the set of control points Θ, and a

simple groupwise registration metric based on the variance of the intensity along

time. Those control points that minimize the value of the registration metric

are found by solving the following optimization problem:

minimize
Θ

∥∥∥∥∥
N∑
n=1

(
TΘ,nmn −

1
N

N∑
k=1
TΘ,kmk

)∥∥∥∥∥
2

+R(Θ) (5.2)

where R(Θ) stands for an additional regularization term given by the second

spatio-temporal derivatives of the motion fields that encourages smoothness of

the estimated spatial deformations (Royuela-del Val et al., 2016a). Eq. (5.2)

is solved by means of a non linear conjugate gradient algorithm. Once TΘ has

been obtained, CS with ME/MC is performed by solving Eq. (5.1). The NESTA

optimization algorithm (Becker et al., 2011) is used to this end. Once Eq. (5.1)

has been solved, and iterative procedure can be followed by alternating the

ME/MC and the image reconstruction steps to obtain successively refined motion

fields and images. In this work, the number of ME iterations has been set to

three.

Finally, in JW-tTV a modification is introduced in the computation of the

sparsity regularization term. The `1 term in Eq. (5.1) is substituted by a

motion-based sparsity promoting metric given by

‖m‖TΘ =
∥∥∥∥∥
N∑
n=1
|TΘ,n+1mn+1 − TΘ,nmn| Jn+1/2

∥∥∥∥∥
`1

(5.3)

where Jn+1/2 stands for the Jacobian of the deformation, averaged between

instants n and n+1. The Jacobian is introduced in order to weigh the contribu-

tions of the temporal differences in Eq. (5.3) according to their corresponding

spatial extent in the original sequence (before MC), instead of in the motion

compensated one. Therefore, the following reconstruction problem results:

minimize
m

1
2 ‖ y−Em ‖2`2 +λ ‖m‖TΘ (5.4)

Adaptation to Golden Radial acquisition

As stated in the introduction, in this work we have adapted the previously

proposed JW-tTV method to work with GR trajectories in k-space in order to
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Figure 5.1: Comparison of a Cartesian (top) and GR (bottom) reconstruction of a medial SA

slice of the heart for an equivalent acceleration factor of 16 at different cardiac phases (left to

right).

overcome the limitations derived from Cartesian acquisitions. In the GR scheme

(Winkelmann et al., 2007), radial profiles are continuously acquired with an

angular separation given by the golden angle (∼ 111.24◦).

In order to work with non Cartesian k-space data, the encoding operator in

Eq. (5.4) is modified by substituting the regular FFT and the undersampling

pattern by the calculation of a non–uniform FFT (NUFFT). To implement the

NUFFT, we resort to the well established gridding algorithm (Beatty et al.,

2005). In this algorithm, the k-space data is convolved with a finite kernel,

sampled onto a Cartesian grid, converted to image domain performing a regular

FFT and multiplied by a deapodization function to compensate for the effect of

the convolution kernel in the frequency domain.

Even if efficient implementations exist, given the need of gridding operations

the computational cost of the NUFFT is significantly higher than the Cartesian

FFT. However, the benefits resumed in the introduction justify its application.

In order to briefly compare the results obtained with the proposed GR method

and the equivalent Cartesian counterpart, in Figure 5.1 the reconstruction of a

single SA view of the heart of one volunteer is shown. The GR pattern covers

the k-space more efficiently leading to better reconstructions, specially for the

high acceleration factors involved in the single BH application.

Comparison with MASTeR

The proposed method is compared in the results section with MASTeR (Asif

et al., 2013) which mainly differs from JW-tTV in the method used to estimate
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the motion in the image. In MASTeR, motion is estimated sequentially between

each pair of consecutive frames to define a set of operators that predict each

frame mi out of its leading and trailing frames:

mi = Fi−1mi−1 + fi
mi = Bi+1mi+1 + bi

(5.5)

where Fi−1 and Bi+1 denote the forward and backward MC operators. Residuals

fi and bi are assumed to be sparse and are used as sparsity term:

minimize
m

1
2 ‖ y−Em ‖2`2 +α ‖ f ‖`1 +β ‖ b ‖`1 (5.6)

where f and b are the concatenation of the residuals for all the cardiac phases.

In our implementation, we choose α = β = 0.5λ, since there is no apparent

reason to favor any of the two terms. A method based on complex wavelets is

used for estimating inter-frame motion.

Numerical phantom for heart motion and MR images simulation

XCAT (Segars et al., 2010) was used to obtain a ground truth both for recon-

structed images and for the motion deformation fields. We modified MRXCAT

(Wissmann et al., 2014) to simulate the k-space data with a desired SNR of a

medial short axis slice with the following main parameters: b-SSFP sequence,

TR/TE/flip angle = 3ms/1.5ms/60◦, in-plane resolution of 1x1mm2, field of

view = 256x256mm2. 320 radial profiles were acquired and grouped into 20 car-

diac phases (16 profiles per phase). 8 virtual coils were simulated. MASTeR-GR

and JW-tTV-GR were used for reconstruction and the motion fields estimated

by each of those methods were stored for posterior analysis. A dense sweep on

the regularization parameter λ was performed for each SNR in order to find its

optimal value in order to get both the maximum signal to error ratio (SER) and

the best structure similarity index (SSIM) (Wang et al., 2004), calculated using

the noise-free phantom image as the reference.

In-vivo experiments: single BH whole-heart acquisitions

Eight healthy volunteers were scanned with a 32-element cardiac coil in two

1.5T Philips scanners (four each). Relevant scan parameters include: b-SSFP

sequence, TR/TE/flip angle = 2.9ms/1.44ms/60◦, field of view = 320x320mm2,
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Figure 5.2: SER (left) and SSIM index (center) obtained for each combination of λ in Eq. (5.4)

and SNR value are plotted –dashed lines–. The envelope –continuous line– marks the optimal

value of λ according to each metric for each SNR value and is plotted separately (right). The

value of λ used to reconstruct the real data from volunteers is indicated in blue.

spatial resolution = 2x2mm2, slice thickness = 8mm with no gap between slices.

For each slice (12 to 14 were acquired, depending on volunteers heart size) be-

tween 216 and 272 radial profiles with 320 frequency encoding samples were ac-

quired during a single cardiac cycle with ECG triggering. 13-16 cardiac phases

were retrospectively reconstructed with a fixed temporal resolution of 46.4ms (16

profiles per frame). A fully sampled, Cartesian, multi BH scan was performed

with similar parameters for comparison. Breath-hold duration ranged 9 to 15

seconds. Sensitivity maps were estimated from a separate scan.

All the reconstructions were run off line on a server with two Intel Xeon E5-

2695 v3 CPU’s @ 2.30 GHz and 64 GB of RAM using MATLAB (R2015a, The

MathWorks, Natick, MA). At the current implementation, both methods are

applied to each slice independently from the others, what makes parallelization

of the reconstruction straight forward.

5.3 Results

Figure 5.2 shows the SER and SSIM values for the JW-tTV reconstruction of

the phantom data for a range of SNR and λ values. As the SNR diminishes,

the optimal value of λ increases steadily. Therefore, higher level of sparse reg-

ularization results in better reconstructed images, as predicted by CS theory

(Donoho, 2006). Only small differences in optimal λ appear depending on the

quality metric used. These results were used as a reference to select λ in the

reconstruction of in vivo data, where the SNR was estimated from the fully sam-

pled, Cartesian images taking a background region as a reference for noise level.
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Figure 5.3: Phantom reconstructions for different SNR values. Reference noisy images recon-

structed from fully sampled Cartesian data (a, b) and from Golden Radial undersampled data

(16 spokes per frame) with MASTeR-GR (c,d) and JW-tTV-GR (e,f) at systole and diastole,

respectively. Error images are shown scaled by a factor of 2. Temporal evolution of the dashed

line in (a) for the corresponding reconstructions (g, h, i). In JW-tTV-GR reconstructions thin

details such as borders of the papillary muscle (red arrows) or the wall of the right ventricle

are better preserved and present sharper edges than MASTeR-GR. Errors in MASTeR-GR are

mainly concentrated in the edges of the structures, due to edge blurring and motion errors

(white arrows), while JW-tTV-GR presents noisy errors due to low SNR. In the temporal evo-

lutions yellow arrows indicate areas where MASTeR-GR presents some erratic motion in the

heart even for high SNR values, while in JW-tTV-GR this effect is much less present.
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Figure 5.4: Absolute value of motion fields estimated with MASTeR and JW-tTV in the 14th

phase of the cardiac cycle out of 20, corresponding with large inter frame motion after end-

systole for different SNR values (left and center). Phantom ground truth is shown at the left of

each image. Red mask represents left and right myocardium. Plot of the RMSE of the motion

fields calculated over the myocardium mask for a range of SNR values (right). Larger errors

and faster degradation for low SNR can be observed for MASTeR, while JW-tTV shows to be

almost immune to the presence of noise.

After revision by an experienced observer, the final values of λ were increased

in order to maximize the subjective quality perception.

The reconstructions obtained for a selection of the SNR values simulated

with the numerical phantom are summarized in Figure 5.3. Sharper edges are

recovered with JW-tTV than with MASTeR, specially for lower SNR values.

More interestingly, MASTeR reconstructions show an erratic motion in the tem-

poral profiles than can be appreciated even for high SNR values. The presence of

erratic motion grows as the SNR decreases. These results agree with the motion

fields obtained with both ME/MC CS based methods, analyzed in Figure 5.4.

For the whole range of SNR values simulated, the groupwise ME/MC technique

employed in JW-tTV results in more precise estimations. The differences with

the phantom ground-truth, measured as the root mean squared error on a mask

over the myocardium, remain almost constant even for the lowest SNR values,

while higher errors and faster degradation can be observed for MASTeR.

Figure 5.5 shows the results obtained from in-vivo data for two of the eight

volunteers acquired. Sharper edges and finer details are better preserved with

JW-tTV, while contrast between myocardium and blood pool is preserved. For

each volunteer, ventricular volumes at end systole (ESV), end diastole (EDV)

and ejection fraction (EF) were computed from the short axis slices using Simp-

son’s rule and manual segmentation on a dedicated software for the three re-

constructions. Functional parameters computed from fully sampled Cartesian

reconstructions were used as reference values. Bland-Altman plots of the results

are shown in Figure 5.6. The mean and standard deviation of the differences be-
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Method ESV difference (ml) EDV difference (ml) EF difference (%)

MASTeR-GR 1.65± 3.62 −4.23± 2.62 −2.63± 2.61
JW-tTV-GR −0.28± 3.06 −2.98± 5.00 −0.73± 2.19

Table 5.1: Left ventricular volumes and EF differences between accelerated and reference scan.

Mean ± standard deviations are shown.

tween the functional parameters computed with each method and the reference

scan are summarized in Table 5.1. JW-tTV results in lower mean ESV, EDV

and EF differences and lower standard deviation for ESV and EF than MASTeR

reconstructions.

5.4 Discussion and conclusion

In this paper we have proposed a new reconstruction method based on the adap-

tation of a previously described ME/MC CS based method to comply with

Golden Radial, multi-slice acquisitions. We have achieved an undersampling

factor that allows us to cover the whole-heart (12-14 slices) with a temporal

resolution of 46.4 ms, 13-16 cardiac phases with 16 profiles per frame, in a single

BH of 10-13 seconds.

For a given undersampling factor, determined by the single BH application

that we pursue, the experiments on the numerical phantom allowed us to study

the effect of noise on the reconstructions and on the selection of the reconstruc-

tion parameters. How to choose the weight of the sparsity regularization in CS

reconstructions is still an open problem of the technique. In this work we try

to establish, for this specific application, a choice rule based on the SNR of the

data. On real practice, this SNR can be easily obtained by the MRI scanner

with a short noise acquisition at the beginning of the examination. However,

after visual examination, the final value of the reconstruction parameter had to

be increased to get better results. Two aspects could explain this fact: on the

one hand, the metrics used (SER and SSIM) are known to be limited when used

to quantify image quality perception; on the other, different systematic errors in

the real data reconstruction that are absent on the simulated data could affect

the results (e.g. errors in the sensitivity maps and in the k-space trajectories).

Consequently, a higher regularization term could partially mitigate the effect of

the systematic errors mentioned.
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Figure 5.5: Cartesian fully sampled, MASTeR and JW-tTV reconstructions of the data from

two of the volunteers acquired. Basal (a,b), medial (c,d) and apical (e,f) short axis views

are shown both at systole and diastole. White arrows indicate areas where thinner details

are recovered with JW-tTV therefore permitting better delineation of the papillary muscles at

systole.
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Figure 5.6: Bland-Altman plots of the ESV (left), EDV (center) and EF (right) calculated from

the fully sampled data (reference values) and from the accelerated single BH acquisition with

MASTeR and JW-tTV.
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Simulated and in vivo results show that better ME and more detailed re-

constructions are obtained with the adapted JW-tTV than with MASTeR. For

the latter, some erratic motion is observed in the reconstructions that could be

explained by the lower performance of the ME procedure in the whole range of

SNR considered. These results illustrate how ME errors can propagate to the

final solution and the importance of using a robust ME technique.

Accordingly with this observation, the erratic motion in MASTeR recon-

structions seems to affect the LV functional parameters calculated, introducing

a larger mean difference in ESV, EDV and EF, since it can introduce artificial

volume variations in the images and makes more difficult to identify systolic and

diastolic cardiac phases. It is worth mentioning the higher standard deviation

in the calculation of the EDV with JW-tTW. As Figure 5.6 shows, in MASTeR

reconstructions EDV values are systematically underestimated. With JW-tTV

that bias does not occur, but underestimation takes place in volunteers with

larger EDV. This fact increases the standard deviation of EDV differences in

JW-tTV. However, the mean difference remains lower (in absolute value) than

the one calculated from MASTeR reconstructions.

For the current MATLAB implementation, the reconstruction times for the

single BH acquisitions lasted 12.5 min per slice with all the slices being recon-

structed in parallel independently, what clearly limits the practical application of

the proposed method. However, an initial reconstruction is provided in approxi-

mately 2 min that can be useful to check the correct planning of the acquisition.

The introduction of coil compression techniques (Buehrer et al., 2007) and the

development of a high performance implementation of the algorithm on graphics

processing units could significantly reduce these reconstruction times.

Although the number of volunteers is reduced, reconstructed images and

functional values computed from the highly accelerated data show preliminary

evidence of the feasibility of the extended JW-tTV method to realize a whole

heart cine examination in a single BH of short duration. For comparison, the

acquisition time in the conventional Cartesian acquisition was between 1.7 and

2.2 minutes, without considering resting intervals between breath holds. This

reduction in scan time could drastically impact on patient comfort and medical

resources exploitation. However, further studies including intra and inter ob-

server variability and both healthy volunteers and patients with heart disease

are needed to fully validate these results.

83





CHAPTER

SIX

MULTIRESOLUTION RECONSTRUCTION OF

REAL-TIME MRI WITH MOTION COMPENSATED

COMPRESSED SENSING: APPLICATION TO 2D

FREE-BREATHING CARDIAC MRI

Published as:

Javier Royuela-del-Val1, Muhammad Usman2, Lucilio Cordero-Grande2, Federico Simmross-

Wattenberg1, Marcos Mart́ın-Fernández1, Claudia Prieto2 and Carlos Alberola-López1.
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Abstract

Real-time MRI is a novel noninvasive imaging technique that allows the

visualization of physiological processes with both good spatial and tem-

poral resolutions. However, the reconstruction of images from highly
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undersampled data, needed to perform real-time imaging, remains chal-

lenging. Recently, the combination of Compressed Sensing theory with

motion compensation techniques has shown to achieve better results than

previous methods. In this work we describe a real-time MRI algorithm

based on the acquisition of the k-space data following a Golden Radial

trajectory, Compressed Sensing reconstruction and a groupwise temporal

registration algorithm for the estimation and compensation of the mo-

tion in the image, all this embedded within a temporal multiresolution

scheme. We have applied the proposed method to the reconstruction of

free-breathing acquisition of short axis views of the heart, achieving a

temporal resolution of 25ms, corresponding to an acceleration factor of

28 with respect to fully sampled Cartesian acquisitions.

Keywords: Magnetic resonance imaging (MRI), Compressive sensing & sam-

pling, Image reconstruction – analytical & iterative methods

6.1 Introduction

The recent development of signal analysis based acceleration techniques in dy-

namic MRI has significantly pushed the achievable acceleration factors to un-

foreseen levels. Recently, the combination of Compressed Sensing (CS) theory

(Donoho, 2006) with motion estimation (ME) and motion compensation (MC)

techniques has been successfully applied to CS reconstruction of dynamic MRI

based on the assumption that sparser representations of the signal can be ob-

tained if some knowledge of the motion in the image is incorporated during the

reconstruction Prieto et al. (2015), (Royuela-del Val et al., 2016a).

In real time (RT) MRI, the high acceleration factors needed to achieve the

desired spatio-temporal resolution make the reconstruction problem highly ill-

conditioned, becoming very sensitive to noise in the data and model inconsis-

tencies. Moreover, ME/MC techniques lack the true dynamic image to estimate

the motion from. A common approach is to perform the ME step on an initial

reconstruction without MC which, however, may be corrupted by the under-

sampling artifacts that cannot be corrected in the first step. These artifacts, in

turn, would hinder the estimation of the true motion in the dynamic image. In

a previous work by Royuela-del Val et al. (2016a), a groupwise (GW) temporal

registration procedure, which showed to be more robust to artifacts than its
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pairwise counterparts, was proposed for ME/MC reconstruction of breath-hold

cine acquisitions. However, the acceleration factors achieved could not enable

its direct application to free-breathing RT imaging, due to the limitations of the

Cartesian acquisition employed.

To overcome the previous limitations, in this work we propose a reconstruc-

tion algorithm with three key components. First, we adopt the golden-angle

radial (GR) trajectory from Winkelmann et al. (2007) for continuous data ac-

quisition in which the angular step between consecutive spokes is given by the

Golden Ratio. For a given undersampling factor, GR provides a more efficient

coverage of the k-space than a Cartesian scheme. Second, the GR allows to ret-

rospectively set up an arbitrary window length (i.e. temporal resolution), which

enables us to introduce a multiresolution approach in which finer temporal res-

olution reconstructions are obtained iteratively from coarser ones. Third, for

ME/MC we resort to the GW registration method employed by Royuela-del Val

et al. (2016a) to iteratively obtain MEs from coarser to finer temporal resolutions,

avoiding the need of estimating the motion directly from highly undersampled

data.

The proposed method is applied to the reconstruction of free-breathing, 2D

short axis views of the heart of three healthy volunteers. Results are compared

with those obtained with the non–linear inversion (NLINV) method from Uecker

et al. (2010), in which both the images and coil sensitivity maps are jointly

estimated. In NLINV, temporal regularization is introduced by enforcing the

similarity between consecutive frames in a sequential way.

6.2 Theory

The reconstruction of accelerated MRI data can be generally formulated as solv-

ing a linear inversion problem y = Em, where y stands for the acquired multi-

coil k-t space data, m represents the sequence of images to be reconstructed and

the encoding operator E comprises the multiplication by the coils sensitivity

maps and the frame-by-frame undersampled spatial Fourier transform. Under

the MC-CS framework (Lingala et al., 2015) both the image and the motion

information are jointly reconstructed. In our proposal, we split the problem

in two subproblems (reconstruction and ME/MC) and alternate between both

following a multiresolution scheme.
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6.2.1 Motion Compensated Reconstruction

The reconstruction problem, assuming motion is known beforehand, is formu-

lated as:

min
m

{
‖ y−Em ‖22 +λ ‖ ΨTΘm ‖`1

}
(6.1)

with Ψ a spatio-temporal transform and λ a trade off parameter between data

fidelity and sparsity promotion. TΘ is a warping operator governed by the set of

parameters Θ designed to compensate the motion in the image.

6.2.2 Groupwise temporal registration for ME/MC

During the ME/MC step a GW dissimilarity metric that provides a unique global

measure of the differences between the images comprised within the sequence is

minimized. In the current implementation, a simple sum of squared differences

(SSD) metric (Metz et al., 2011) is used:

min
Θ

{1
2 ‖ TΘm− TΘm ‖22 +C(TΘ)

}
. (6.2)

where TΘm stands for the temporal average of the registered sequence. C(TΘ) is

a regularization term related to the elastic energy of a bending plate (Rueckert

et al., 1999) which penalizes non–smooth deformations. As it can be derived from

this expression, there is no need for a fixed reference frame. The SSD metric

relies on the assumption that the intensity of each pixel is preserved along time.

Other metrics can be incorporated for different imaging modalities where such

a condition is not met (Cordero-Grande et al., 2013).

The deformation model used in the GW registration algorithm is based on

a non-rigid 2D+t free form deformations (FFD) with cubic B-splines, which has

been widely used in practice and has shown to be flexible enough to describe the

motion and deformation of anatomical structures (Rueckert et al., 1999). Eq.

(6.2) is solved with a nonlinear conjugate gradient method.

6.2.3 Multiresolution reconstruction of Real-Time MRI

As discussed in the introduction, a major difficulty is to obtain both good initial

reconstructions and accurate ME from highly undersampled data. To this end,

we propose a multiresolution scheme (see Fig. 6.1) in which coarser reconstruc-

tions serve as initialization of the finer ones. An initial, low temporal resolution
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Figure 6.1: Proposed temporal multiresolution scheme. (a) Continuous data acquisition. (b)

Initial low temporal resolution reconstruction. (c) Groupwise motion estimation and inter-

polation of intermediate frames to initialize the next level. (d) Motion compensated CS re-

construction. (e) Steps (c) and (d) are repeated until the target resolution level is reached.
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sequence is obtained by a regular CS reconstruction equivalent to solving Eq.

6.1 with TΘ set to the identity. Since no motion information is available at this

point, Ψ is set to a spatial wavelet transform. For the next levels temporal total

variation is used. At each level, the method alternates until convergence between

reconstruction (Eq. 6.1) and ME (Eq. 6.2).

In order to provide a good initialization to the next resolution level, frames

could be interpolated as the weighted average of the surrounding frames. How-

ever, high inter-frame motion is present such straightforward interpolation can

lead to corrupted images. To improve the quality of the interpolation, we make

use of the motion information in the estimated deformation, as proposed by

Cordero-Grande et al. (2012). Following the approach in (Metz et al., 2011), for

each new frame to be interpolated at instant tj we obtain the transformation

T ij
Θ(x) = T Θ(T−1

Θ (x, tj), ti) which aligns a (moving) frame at instant ti to the

frame at instant tj (fixed image). The originally described B-splines registration

method can be extended to guarantee the existence of T−1
Θ (x, tj) (De Craene

et al., 2012). In our current implementation, the spatio-temporal regularization

term and proper spacing on the grid of control points favor the invertibility and

the inverse transform is therefore found numerically.

6.3 Application to 2D free-breathing cardiac MRI

Three healthy volunteers were scanned with a 32-element cardiac coil and a

golden radial trajectory on a 1.5T Philips scanner. Other relevant scan pa-

rameters include: b-SSFP sequence, TR/TE/α = 2.9ms/1.44ms/60◦, FOV =

320x320mm2, spatial resolution = 2x2mm2, slice thickness = 8mm. A single

slice was continuously imaged for about 12 seconds.

Images were reconstructed following the scheme in Fig. 6.1 with three resolu-

tion levels and 15 and 9 radial spokes per frame used in the last level (135, 45 and

15 spokes per frame in each level for the first case and 81, 27 and 9 in the second).

Corresponding final temporal resolutions are 44 and 26 ms. Parameter λ was set

to 0.1 attending to visual inspection of the results from one dataset and main-

tained for the other two. NLINV reconstructions were performed on the same

data using the code available at http://www.user.gwdg.de/∼muecker/realtime.html

after griding the data to a Cartesian lattice with a Kaisser-Bessel window of size

L = 6 and shape parameter β = 13.8551. The number of Newton iterations was
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Figure 6.2: Short axis views of the heart of volunteer 1 reconstructed from a regular breath-

hold examination (BH CINE) and from real time data with nonlinear inversion (NLINV) and

the proposed method (GW-MR). Bottom row shows the temporal evolution of a horizontal

line through the center of the left ventricle comprising about 4 seconds (BH CINE periodically

replicated for comparison). For the real time reconstructions 15 and 9 spokes per frame were

used as indicated. Arrows highlight the better depiction of small details between the papillary

muscle and myocardium.

set to 3 and the scale factor for regularization to 0.9 and, as proposed, a median

temporal filter of length 5 is applied after reconstruction to remove remaining

artifacts (see Ref. (Uecker et al., 2010) for details).

Reconstructions were run off–line on a server with two Intel Xeon E5-2695

v3 CPU’s @ 2.30 GHz and 64 GB of RAM using MATLAB (R2015a, The Math-

Works, Natick, MA).

6.4 Results and discussion

Fig. 6.2 shows reconstructed images from one dataset at systole and diastole and

the temporal evolution of a horizontal line across the left and right ventricles.

The results with the proposed method (GW-MR) show sharper edges, and finer

details can be observed in the interior of the left ventricle both at 15 and 9

spokes per frame. Differences in the reconstructions become more evident in

their temporal evolution. NLINV reconstructions show poorer contrast between

blood and myocardium in the left ventricle as well as severe remaining striking

artifacts, specially at 9 spokes per frame, in spite of the temporal median filter

required by NLINV method. In Fig. 6.3, NLINV results before temporal filtering

are included for the other two volunteers at 9 spokes per frame. Remaining

artifacts severely degrade the temporal evolution of the dynamic image and

are not completely removed by the temporal filter. On the contrary, artifacts
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are better removed by GW-MR without additional post-processing steps while

preserving spatial detail. Results for the three volunteers are shown jointly in

the video provided as supplementary material.

Average reconstruction times are plotted in Fig. 6.4. GW-MR approx-

imately doubles the computational demand of NLINV with both algorithms

running in MATLAB without further optimizations. 14–17 seconds per frame

are required by GW-MR, what hinders its practical application. However, the

algorithm is highly parallelizable and GPU implementations will be investigated

as future work.

One limitation of our study is the lack of a ground truth in RT imaging to

obtain a quantitative measurement of the quality of the reconstructions. In fu-

ture work, the usage of a numerical phantom will provide such a quality metric.

Functional parameters such as ventricular volumes and ejection fraction com-

puted both from RT and standard segmented acquisitions will be compared as

well.
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Figure 6.3: Diastolic phases and temporal evolution of a horizontal line through the center of

the left ventricle reconstructed with NLINV without temporal filtering (left column), filtered

(central column) and with GW-MR for volunteers two and three. Arrows in top row indicate a

remaining artifact through the region of interest in NLINV reconstructions. Arrows in bottom

row highlight the better depiction of the papillary muscle in GW-MR temporal evolution.
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Figure 6.4: Average reconstruction time per frame with NLINV and the proposed method when

15 and 9 spokes per frame are used for the volunteer 3 data.

6.5 Conclusions

We have presented an algorithm based on continuous GR data acquisition and a

robust GW registration method integrated in a temporal multiresolution scheme

for ME/MC CS retrospective reconstruction of 2D RT MRI data. We have

shown the application of this method to free-breathing, RT imaging of the heart

employing only 9 spokes per frame, obtaining a final temporal resolution of 26

ms without view sharing or post-processing of the obtained images.
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7.1 Synopsis

In this work a joint cardio-respiratory motion estimation technique is introduced

for the compensation of both the respiratory and cardiac motion of the heart

during free-breathing cardiac MRI examinations. The proposed technique is

combined with an extra-dimensional reconstruction scheme in which respiratory

and cardiac motions are resolved. Initial results for 2D cine cardiac MRI are

presented for synthetic and real data.
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7.2 Introduction

Respiratory motion is still an issue in MRI of the heart despite the introduction

of Compressed sensing (CS) techniques Lustig et al. (2007), which significantly

reduce the time needed for acquisition. Recently, an eXtra-Dimensional (XD)

scheme has been proposed (XD-GRASP) Feng et al. (2016) which sorts k-space

data according to both the respiratory and the cardiac phases at which they

were were acquired. This way, cardiac and respiratory motions are separated

and resolved in the final images. At reconstruction, temporal total variation

(tTV) along the two pseudo-temporal dimensions defined (respiratory and car-

diac phases) is used as sparse domain. An additional spatial TV regularization

has been introduced. The following optimization problem results:

minimize
m

1
2‖y−Em‖22 + λ‖∇RCm‖`1 + λs‖∇xym‖`1 (7.1)

where y is the acquired k-space data, E the encoding operator (comprising coils

sensitivities multiplication and undersampled non-uniform Fourier transform)

and ∇RC stands for the temporal finite differences operator along both respira-

tory and cardiac pseudo-temporal dimensions.

However, in this approach large motion between different cardio-respiratory

states leads to a reduction of the sparsity of the signal after the application of

temporal differences (∇RC). CS based reconstruction methods have been suc-

cessfully combined with motion compensation (MC) techniques either to correct

for the respiratory motion Usman et al. (2013) or to estimate the heart beat

motion to foster the sparsity of the dynamic data, hence improving the qual-

ity of the reconstructed images Royuela-del Val et al. (2017a). These methods

have shown to enable higher acceleration factors than standard CS methods or

alternatively, for a given acceleration factor, to give rise to better images.

In this work, we propose a MC technique to jointly estimate the respiratory

and cardiac motions of the heart and we introduce it in a XD reconstruction

scheme, enabling the MC-CS reconstruction of respiratory resolved cardiac MRI.

We show initial results for the reconstruction of 2D free-breathing cardiac cine

MRI, on both synthetic and real data.
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Figure 7.1: Acquisition and reconstruction diagram. Data is continuously acquired with a

Golden Radial trajectory (a) with simultaneous ECG recording. The respiratory signal is then

generated from the data itself (b). The k-space data is sorted according to its corresponding

respiratory and cardiac phase (c) and an initial XD-GRASP reconstruction is performed (d).

Respiratory and cardiac motion are jointly estimated from this initial reconstruction (e) and

introduced in the final MC-XD-CS formulation (f).

7.3 Methods

The general procedure is summarized in Figure 7.1. Data is continuously ac-

quired following a Golden Radial trajectory and ECG is recorded for synchro-

nization.

7.3.1 Motion estimation

We model the cardio-respiratory motion as the composition of two independent

spatial deformations:

97



Chapter 7

ΦR,C
r,c = ΦR

r ◦ ΦC
c (7.2)

where ΦR
r describes the respiratory deformation at respiratory state r and

ΦC
c the cardiac motion at cardiac phase c. Both models are based on free-

form deformations and a groupwise registration procedure Royuela-del Val et al.

(2016a). In a first step data from each cardiac cycle is merged together. A low

temporal resolution sequence results from both the respiratory signal and ΦR

are estimated. In a second step, the XD scheme is applied and cardiac motion

is estimated jointly from all the images at different respiratory states.

7.3.2 MC-CS XD Reconstruction

By composing ΦR and ΦC we define the MC operator ΦR,C that, when applied to

the dynamic image m, deforms it to a common cardio-respiratory configuration.

We introduce it in the sparsity regularization term of the XD-CS reconstruction

problem and solve:

minimize
m

1
2‖y−Em‖22 + λ‖∇RCΦR,Cm‖`1 + λs‖∇xym‖`1 (7.3)

7.3.3 Experiments

We first use synthetic data generated with the numerical phantom XCAT Segars

et al. (2010); Wissmann et al. (2014). This way, a ground truth is available and

the structure similarity index (SSIM) is calculated for quantitative validation. In

order to study the sensitivity of the proposed method to errors in the respiratory

synchronization, we reconstruct the simulated data using the respiratory signal

provided by XCAT and the one estimated from the data.

Secondly, a healthy volunteer was scanned with a 32-element cardiac coil and

the described trajectory on a 1.5T Philips scanner during 14 seconds. Other rele-

vant scan parameters include TR/TE/α= 2.9ms/1.44ms/60◦ , FOV = 320x320mm2,

spatial resolution of 2x2mm2. Reconstructed images are shown for visual quality

assessment.
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Figure 7.2: SSIM calculated on the images in Figure 2 for each cardiac phase. The SSIM has

been averaged along the different respiratory states.

7.3.4 Results and discussion

In Figure 7.2 the results obtained from the synthetic data are shown at four

respiratory states for systole and diastole. Sharper edges and better contrast be-

tween blood and myocardium can be appreciated in the proposed method when

compared with XD-GRASP reconstructions, in which no MC is performed. No

significant degradation of the image quality is observed when using the respira-

tory signal estimated from the data for self-navigation. In Figure 7.3, the SSIM

calculated shows consistent superior performance of the proposed method along

the cardiac cycle.

Figure 7.4 shows the results from the real data at systole (top) and diastole

(bottom) for five respiratory states. Less undersampling artifacts and better

small papillary muscles delineation are observed when the MC technique is in-

troduced.
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Figure 7.3: SSIM calculated on the images in Figure 7.2 for each cardiac phase. The SSIM has

been averaged along the different respiratory states.

Figure 7.4: Results obtained from volunteer data. MC-XD-CS images shows less remaining

undersampling artifacts and better delineation of papillary muscles.
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7.3.5 Conclusion

To the best of our knowledge, in this work a joint cardio-respiratory non-rigid

MC technique has been introduced for the first time in a XD CS reconstruc-

tion scheme. The results reported show better performance than the non-MC

counterpart and robustness against respiratory synchronization errors.
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Abstract

α-stable distributions are a family of well-known probability distributions. How-

ever, the lack of closed analytical expressions hinders their application. Cur-

rently, several tools have been developed to numerically evaluate their density

and distribution functions or to estimate their parameters, but available solu-

tions either do not reach sufficient precision on their evaluations or are excessively

slow for practical purposes. Moreover, they do not take full advantage of the

parallel processing capabilities of current multi-core machines. Other solutions

work only on a subset of the α-stable parameter space. In this paper we present

a C/C++ library and front-ends for MATLAB and R that permit parallelized,

fast and high precision evaluation of density, distribution and quantile functions,
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as well as random variable generation and parameter estimation of α-stable dis-

tributions in their whole parameter space. The library here described can be

easily integrated on third party developments.

Keywords: α-stable distributions, numerical calculation, parallel process-

ing

8.1 Introduction

α-stable distributions are a family of probability distributions that permit ad-

justable levels of heavy tails and skewness and include distributions such as

Gaussian, Cauchy and Lévy as particular cases. They were first introduced by

Lévy (1925) and have since been applied in many research fields. The increas-

ing interest on α-stable distributions is due, on the one hand, to the empirical

evidence that they properly describe the behavior of real data exhibiting im-

pulsiveness or strong asymmetries; on the other hand, the generalized central

limit theorem (Samorodnitsky and Taqqu, 1994) states that the normalized sum

of independent and identically distributed random variables with finite or infi-

nite variance converges, if so, to an α-stable distribution. This result provides

theoretical support when the data under study can be interpreted as the super-

position of many independent sources. This way, Mandelbrot and Wallis (1968)

model precipitation data as α-stable measurements, Fama (1965); Borak et al.

(2011) use them to predict stock prices and asset returns, Simmross-Wattenberg

et al. (2011); Willinger et al. (1997) show that the marginal distribution of ag-

gregated network traffic may be accurately modeled by stable laws; in addition,

Vegas-Sánchez-Ferrero et al. (2012) use them to characterize speckle noise in

medical ultrasonic data, Salas-Gonzalez et al. (2013) model white and gray mat-

ter of the brain in magnetic resonance imaging as α-stable random variables and

Gonchar et al. (2003) characterize ion current fluctuations in plasma physics

as being α-stable. All these phenomena share the common property of being

markedly impulsive in nature and, in many cases, strongly asymmetrical, so α-

stable distributions emerge as natural candidates to work with. However, stable

distributions are not limited to modeling natural phenomena. Li et al. (2013)

describe how to use them to compute distance (or similarity) in high-dimensional

data and Li et al. (2014) use them to recover sparse signals under compressed

sensing theory. Both of these proposals, in turn, have many applications on their

own and the list is far from complete.
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The major drawback for the application of α-stable models is the lack of

closed analytical expressions for their probability density function (PDF) or cu-

mulative distribution function (CDF) except in particular cases, which makes the

application of numerical methods a must. Besides, the non-existence of moments

of order two or higher (except in the Gaussian case) increases the difficulty in

estimating their parameters to fit real data. Several authors have addressed both

the numerical evaluation of the PDF or CDF of α-stable distributions (Nolan,

1997; Mittnik et al., 1999a; Belov, 2005; Menn and Rachev, 2006; Górska and

Penson, 2011) and the estimation of their parameters (Fama and Roll, 1971;

Koutrouvelis, 1981; McCulloch, 1986; Mittnik et al., 1999b; Nolan, 2001; Fan,

2006; Salas-Gonzalez et al., 2009) and have proposed different methods and al-

gorithms for these purposes (details are discussed in Section 8.2). Some authors

also provide implementations of their own or others’ methods, offering software

solutions or packages in various common computer languages. However, some of

these solutions are not fully operational in their public domain versions and do

not take advantage of multi-core processors (Nolan, 2006), have limited accuracy

(Belov, 2005; Menn and Rachev, 2006) or take a computation time that results

unaffordable for several practical applications (Veillete, 2010; Liang and Chen,

2013).

In this paper we present a C/C++ library and front-ends for MATLAB (The

MathWorks, Inc., 2013) and R (R Core Team, 2015) that permit parallelized, fast

and high precision evaluation of density and distribution functions, random vari-

able generation and parameter estimation in α-stable distributions. The library

can be easily integrated in third party developments to be used by practitioners.

Its utilization in MATLAB and R is straightforward and takes advantage of both

the high efficiency of the compiled C/C++ code and the familiar interface and

statistical tools of MATLAB and R environments.

The rest of the paper is organized as follows. In Section 8.2, currently

proposed algorithms and methods to numerically evaluate the density and dis-

tribution functions of α-stable distributions are described, as well as reported

methods to estimate their parameters. In Section 8.3, the developed library

and its functionality are presented. The results obtained with the library are

discussed in Section 8.4. In Section 8.5, the usage of the proposed library is

described. Finally, Section 8.6 describes main conclusions and further work pos-

sibilities derived from this work.
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8.2 Numerical methods in α-stable distributions

α-stable distributions are typically described by their characteristic function

(CF) due to the fact that no closed expressions exist for the general case. Let

Φ(t) = exp[Ψ(t)] denote this function with (Samorodnitsky and Taqqu, 1994):

Ψ(t)=
{
−|σt|α

[
1− iβ tan

(
πα
2
)

sign(t)
]

+ iµt, α 6=1,

−|σt|
[
1 + iβ 2

π sign(t) ln (|t|)
]

+ iµt, α=1,
(8.1)

where

sign(t) =


1, t > 0,
0, t = 0,
−1, t < 0.

The four parameters above are (1) the stability index α ∈ (0, 2], (2) the

skewness parameter β ∈ [−1, 1], (3) the scale parameter σ > 0 and (4) the

location parameter µ ∈ R. An α-stable distribution is referred to as standard if

σ = 1 and µ = 0. When α = 2 the distribution becomes normal with standard

deviation σ/
√

2 and mean µ (β becomes irrelevant). The Cauchy distribution

results from setting α = 1 and β = 0 with scale parameter σ and location

parameter µ, and the Lévy distribution when α = 0.5 and β = 1. These are

the only cases for which the PDF can be expressed analytically. Otherwise, the

PDF has to be calculated numerically.

The next subsections discuss different methods proposed in the literature to

obtain the PDF and CDF, to estimate the parameters of α-stable distributions

and to generate samples of an α-stable random variable.

8.2.1 Numerical computation of α-stable distributions

The PDF and CF of any probability function are related via the Fourier inversion

formula given by

f(x) = 1
2π

∫ +∞

−∞
φ(t)e−itx dt = 1

2π

∫ +∞

−∞
eψ(t)−itx dt. (8.2)

When substituting Equation 8.1 in Equation 8.2 the resulting integral cannot

be, as a rule, solved analytically; therefore it must be evaluated by numerical

methods. To this end, the well-known fast Fourier transform (FFT) provides

an algorithm to efficiently evaluate the previous integral. Mittnik et al. (1999a)

106



8.2. Numerical methods in alpha-stable distributions

apply the FFT directly to calculate the PDF. However, this approach suffers

from several important drawbacks. First, the algorithm provides the value of

the integral on a set of evenly spaced points of evaluation. This is not valid for

some applications, where the PDF or CDF must be evaluated at some specific

set of points. A posterior step of interpolation is then required, which introduces

additional computational costs and reduces precision. Second, the method is only

suitable for α close to 2, for which the tails of the distribution decay more quickly.

When α is small, the tails decay very slowly and the aliasing effect becomes

more noticeable, thus reducing the achievable precision. Experimentally, the

committed absolute error is in the order of 10−5, but relative error goes as high

as 10−2. Menn and Rachev (2006) propose a method based on a refinement

of the FFT to increase precision in the central part of the PDF. The tails of

the distribution are calculated via the Bergström asymptotic series expansion

(Zolotarev, 1986), which provides an alternative expression as an infinite sum

of decaying terms. This way they achieve relative precision of about 10−4, but

this precision heavily depends on the values of α and β and the method is only

applicable when α > 1.

Górska and Penson (2011) follow a different approach and obtain explicit ex-

pressions for the PDF and CDF as series of generalized hypergeometric functions.

However, the expressions involved in the calculation are expensive to evaluate

and the results are only valid for some rational values of the parameters α and

β, so they are not valid for the whole parameters space.

When compared with the FFT, direct integration of the expression in Equa-

tion 8.2 by numerical quadrature initially implies a higher computational cost,

but evaluation can be performed at any desired set of points without the need

of additional interpolation steps and there is no restriction on the values of the

distribution parameters. This method has been implemented by Nolan (1999)∗.

However when α is small the integrand oscillates very quickly and its amplitude

decays slowly along the infinite integration interval, which limits the achievable

precision although many evaluations of the integrand are used. According to

the author, the method results are valid only for α > 0.75 and it achieves a

precision in the order of 10−6. Similar results have been obtained later by Belov

(2005), where the infinite integrand interval is divided in two (one bounded and

the other infinite) and two quadrature formulae are applied.

∗Although finally published in 1999, this article is already cited in Nolan (1997) as a “to

appear in” reference, so the described software therein is earlier than 1997.
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In order to overcome the previous difficulties, Nolan (1997) obtains a new set

of equations from the original ones by means of an analytic extension of the in-

tegrand to the complex plane. This way, a continuous, bounded, non-oscillating

integrand is obtained. Moreover, the integration interval becomes finite. The

expressions obtained allow the author to achieve, by numerical quadrature, a

relative accuracy in the order of 10−14 in most of the parameter space. For

numerical convenience, a slightly different parameterization of the distribution

is employed, based on Zolotarev (1986) M parameterization. The modification

introduced consists in a shift of the distribution along the abscissae axis in order

to avoid the discontinuity of the distribution at α = 1. In this paper, we denote

the change in parameterization by the subindex 0 and the resulting CF is given

by Φ0(t) = exp[Ψ0(t)] where

Ψ0(t)=

{
−|σt|α

[
1+iβtan

(
πα
2

)
sign(t)

(
|σt|1−α−1

)]
+iµ0t, α 6=1,

−|σt|
[
1+iβ 2

π
sign(t) ln (|σt|)

]
+iµ0t, α=1.

(8.3)

The parameters α, β and σ keep their previous meaning while the original and

modified location parameters µ and µ0 are related according to

µ =
{
µ0 − β tan

(
απ
2
)
σ, α 6= 1,

µ0 − β 2
πσ ln(σ), α = 1.

(8.4)

With this modification, the resulting distribution is continuous in its four

parameters, which is convenient when estimating the parameters of the distri-

bution or approximating its PDF or CDF.

8.2.2 Parameter estimation of α-stable distributions

As previously explained, the lack of closed expressions for the PDF or CDF of

α-stable distributions implies a major drawback to estimate their parameters.

Therefore, the techniques employed for the estimation usually rely on numerical

evaluations of these functions or, alternatively, are based on other properties of

the distributions.

Several methods can be found in the related literature. Hill (1975) pro-

poses the estimation of the α parameter by linear regression on the right tail of

the empirical distribution. However, in many practical cases the method is not

applicable because of the high number of samples needed to detect the tail be-

havior. McCulloch (1986) proposes an algorithm to estimate the four parameters
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of the α-stable distribution simultaneously from sample quantiles and tabulated

values. The resulting estimator has a very low computational cost but a low

accuracy as well. However, it can be conveniently used as an initial estimation

for other methods. Koutrouvelis (1981) departs from the empirical CF to obtain,

by means of recursive linear regressions on its log-log plot, estimators for α and

σ in a first step and for β and µ on a second one. The method implies a higher

computational cost than the quantile method, but yields more accurate results.

Maximum likelihood (ML) estimation is considered the most accurate es-

timator available for α-stable distributions (Borak et al., 2011). However, nu-

merical methods to both approximate the PDF and to maximize the likelihood

of the sample must be used, which implies a very high computational cost due

to the numerous PDF evaluations required to maximize the likelihood in the

four-dimensional parameter space. However, increasing computer capabilities

and the use of precalculated values of the PDF makes the use of this method

possible in certain applications (Nolan, 2001).

8.2.3 Generation of α-stable random variables

Given the lack of closed expressions for the CDF or its inverse (the quantile func-

tion, CDF−1), the simulation of α-stable distributed random variables cannot

be achieved easily from a uniform random variable. Chambers et al. (1976) pro-

vided a direct method to generate an α-stable random variable by means of the

transformation of an exponential and a uniform random variable. The method

proposed lacked a theoretical demonstration until Weron (1996) gave an explicit

proof and slightly modified the original expressions. The resulting method is

regarded as the fastest and the most accurate available (Weron, 2004).

Based on the methods described so far, several software tools are currently

available. The program STABLE (Nolan, 2006) employs Nolan’s expressions

(Nolan, 1997) for the high precision computation of PDF, CDF and quantile

function and maximum likelihood parameter estimation. However, a fully op-

erational version of the software is not publicly available. Veillete (2010) has

developed a MATLAB package that also applies Nolan’s expressions for high pre-

cision PDF and CDF evaluation and Koutrouvelis (1981) method for parameters

estimation based on the CF. However, the performance obtained is low when try-

ing to achieve high precision or when fitting a large data sample. A package with

similar features and characteristics has been reported by Liang and Chen (2013).
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8.3 Algorithms and implementation

One purpose of the proposed library is to have a fast and accurate tool to numer-

ically evaluate the PDF and CDF of α-stable distributions. From the previous

study, it may be concluded that those methods that employ Nolan’s expressions

give the most accurate results. Therefore, the developed library is based on

them. However, these expressions have some issues which must be addressed.

First, the mathematical expressions involved in the calculation are, in compu-

tational terms, expensive to evaluate. Second, although the integral involved in

the calculations (a convenient transformation of Equation 8.2) has some desir-

able properties, it is generally hard to approximate. Therefore some strategies

have to be elaborated in order to evaluate it accurately and efficiently.

8.3.1 Fast and accurate evaluation of Nolan’s expressions

Nolan’s expressions to calculate the PDF of a standard α-stable distribution

with α 6= 1 are:

fX(x;α, β) =



α

π(x− ζ)|α− 1|

∫ π/2

−θ0
hα,β(θ;x) dθ x > ζ

Γ(1 + 1
α) cos(θ0)

π(1 + ζ2)
1

2α
x = ζ

fX(−x;α,−β) x < ζ

(8.5)

where

ζ(α, β) = −β tan
(
πα

2

)
θ0(α, β) = 1

α
arctan

(
β tan

(
πα

2

))
hα,β(θ;x) = (x− ζ)

α
α−1 Vα,β(θ)e−(x−ζ)

α
α−1 Vα,β(θ)

Vα,β(θ) = (cos(αθ0))
1

α−1

( cos(θ)
sin(α(θ0 + θ))

) α
α−1 cos(αθ0 + (α− 1) θ)

cos(θ)
(8.6)

When α = 1, the definition of the expressions changes to
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fX(x; 1, β) =



∫ π/2

−π2
h1,β(θ;x) dθ β 6= 0

1
π(1 + x2) β = 0

(8.7)

where

h1,β(θ;x) = e
−πx2β V1,β(θ)

V (θ; 1, β) = 2
π

( π
2 + βθ

cos(θ)

)
e

1
β

(π2 +βθ) tan(θ)
(8.8)

It is worth noticing that the change in the definition of the expressions

above when α = 1 does not imply a discontinuity in the PDF or CDF (Nolan,

1997). For a general distribution, the PDF is calculated for the corresponding

standardized version (σ = 1 and µ0 = 0) and then properly scaled and shifted

back:

fX(x;α, β, σ, µ0) = 1
σfX

(
x−µ0
σ ;α, β

)
FX(x;α, β, σ, µ0) = FX

(
x−µ0
σ ;α, β

) (8.9)

In Figure 8.1 the function hα,β(θ;x) to be integrated is represented both in

linear and logarithmic scales. As the point of evaluation x of the PDF increases,

the integrand becomes closer to a singular peak. The same behavior occurs

when x tends to ζ. The numerical method employed to evaluate the integral

should avoid missing this peak as well as to evaluate the integrand at regions

with a marginal contribution to the final result. In order to focus on the relevant

areas, the integral is divided as represented in Figure 8.2. Before integrating, the

peak of hα,β(θ;x) is located numerically. Then, a symmetric interval around the

peak where the integrand holds above a determined threshold is defined. The

value of the threshold depends on the accuracy required to evaluate the integral.

This required accuracy can be easily adjusted by the user. With the interval of

integration so divided, a first approximation to the final value of the integral is

obtained by applying Gauss-Kronrod quadrature formulas (Press et al., 1994).

Finally, the area under the rest of the integration interval is calculated only to

the desired precision, monitoring the contribution of new intervals to the current

value of the integral and stopping the procedure when additional contributions

are irrelevant.
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Figure 8.1: Integrand function hα,β(θ;x) for α = 1.5 and β = 0.5 and various values of x in

linear (top) and logarithmic (bottom) scales. As x increases or approaches ζ, most of the area

under the curve gets concentrated in a narrow peak close to one extreme of the integration

interval.

When calculating the CDF, a similar approach is followed. In this case, the

maximum of the integrand is always at one extreme of the integration interval

(see Nolan, 1997, for details on the expressions involved), so there is no need to

find it numerically. To calculate the quantile function, the CDF is numerically

inverted. An initial guess of the value of the function is obtained by interpolation

over tabulated CDF values and then a root finding algorithm is applied. Routines

employed for numerical quadrature and root finding are supplied by the GNU

Scientific Library (GSL, Galassi et al., 2009).

For the particular cases in which the PDF and CDF have closed analytical

expression (Gaussian, Cauchy and Lévy distributions, as exposed in Section 8.2)

libstable will make use of them to avoid unnecessary computations.

8.3.2 Parallelization of the workload

The evaluation of the PDF, CDF or CDF−1 at one point is completely inde-

pendent from the evaluation at any other different point. Besides, in practical

applications it will be required to evaluate the functions in several points, as

when estimating the α-stable parameters of given data with a method based on

the PDF or CDF of distribution. Therefore, the evaluation at different points
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Figure 8.2: Subdivision of the integration interval for α = 1.5, β = 0.5 and x = 6 in linear (top)

and logarithmic scales (bottom). The maximum of the integrand (θmax) and points for which

h1.5,0.5(θ;x) crosses a threshold ε (θ1, θ2) are located. Then, a symmetric interval around θmax

is determined (θ3).

can be done in parallel. When called, the library functions distribute the points

of evaluation between several threads of execution. The number of available

threads of execution can be fixed manually or determined automatically. When

computation finishes, the results are gathered together. Parallelism has been

implemented using POSIX Threads (Pthreads, Barney, 2011), which allows the

programmer to accurately control the threads creation and execution. The dis-

tributions can be calculated in the original parameterization or in the modified

one, given respectively by Equations 8.1 and 8.3.

8.3.3 Parameter estimation and random variable generation

Four different methods of parameter estimation of α-stable distribution are avail-

able in the library. First, the McCulloch’s (1986) method which yields very

fast parameter estimation, at the cost of lower accuracy. Second, the iterative

Koutrouvelis’ (1981) method based on the sample CF, which produces better es-

timations with longer execution times. Third, maximum likelihood can be used

directly. However, the elevated computational cost of both numerical evaluation

of the PDF and maximization in the four-dimensional parameter space makes

this method very slow when the sample size is large. For these cases, a modified
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ML approach is implemented, in which the maximization search is only per-

formed in the 2-D α-β space. On each iteration of the maximization procedure,

σ and µ are estimated with McCulloch’s algorithm according to current α, β

estimations.

The CMS method modified by Weron is used to simulate α-stable random

variables. To this end, a high quality uniform random number generator provided

by the GSL is employed.

8.4 Results

In this section, the results obtained by the developed library are exposed and

discussed. The analysis is focused on the precision and performance obtained

when evaluating both the PDF and the CDF of α-stable distributions.

8.4.1 Precision results

Since no tabulated values for these functions are available with enough precision

in the literature, errors are measured against the numerical results provided by

the program STABLE, which has been used frequently in the literature as ground

truth (Weron, 2004; Belov, 2005; Menn and Rachev, 2006). Error is expressed

in relative terms and measured for different values of the parameters α and β.

The parameters σ and µ are fixed to 1 and 0 respectively. The abscissae axis

is divided in several intervals in a log-scale fashion. Errors committed in an

evenly distributed set of points inside each interval are averaged. This way, the

behavior at the tails and in the central region of the distribution can be analyzed

independently.

The data obtained for a set of α and β values is presented in Table 8.1.

Omitted values correspond to intervals where the PDF or CDF equal zero or take

on values below the machine minimum representable quantity. The precision

obtained both at the tails and at the central part of the distribution is fairly

high and in many cases close to the hardware precision limit employed in the

calculations (about 10−16). The data obtained for a finer sweep of the parameters

is summarized in Figure 8.3. The error data has been smoothed for convenient

visualization with a median filter of size three. When α < 1, the results obtained

are in practice equivalent to those obtained by the program STABLE. When α
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Figure 8.3: Averaged relative error in the calculation of the PDF (left) and CDF (right) of

standard α-stable distributions.

gets close to 1, the error increases since the expressions involved become singular

and hard to integrate in this region. However, given the small relative error

measured and the lack of exact values of the distribution, we cannot determine

which software (the program STABLE used as reference or the proposed library)

is in fact deviating from the true values of the distribution. In the calculation

of the PDF the error increases also as α approaches 1.75. This can be due

to the faster decay of the tails of the distribution, which makes small absolute

differences in the values obtained translate into higher relative errors measured.

Despite this, the relative error stays in the order of 10−13.

8.4.2 Performance results

The performance of the library is measured as the number of evaluations of the

PDF or CDF it can execute per unit of time. To measure it, for a set of α and

β values, 100 calls to the library have been done, with 10000 evaluations of the

PDF or CDF per call. The measurements are repeated setting the required pre-

cision to different values. The tests have been performed in a machine with four

Quad-Core AMD Opteron(tm) Processor 8350 (16 cores in total) with a CPU

frequency of 2.0 GHz. For comparison, results obtained for Veillete’s MATLAB

functions and with the stabledist package in R in the same machine are included.

The program STABLE is only freely available for Windows operating system, so

performance results are extrapolated from a similar machine running Windows.

Results for α = 0.75 and β = 0.5 are summarized in Figure 8.4. For other

values of the parameters, results exhibit the same behavior, up to a scale factor.
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When moderate errors are tolerable, Veillete’s MATLAB functions achieve a per-

formance higher than the one of both program STABLE and the C/C++ library

developed. This can be explained by the simpler quadrature method employed,

which leads to a faster convergence when low precision is required. However, as

precision requirements increase, the number of evaluations needed by the simpler

quadrature method increases very quickly given its inferior convergence proper-

ties when compared with the more advanced rules and the strategy of integration

used in libstable. Therefore, the performance of the MATLAB solution quickly

decreases becoming much slower than the rest of the methods. Note that the

MATLAB implementation is able to use several threads, so it is compared with

the 16 threads curve. The performance of the stabledist R package is remarkably

lower than both the program STABLE or the developed library, even for single

threaded execution.

Finally, the parallel capability of the C/C++ library clearly outperforms the

rest of alternatives when multiple processing cores are available (as it is usually

the case in modern machines). For the CDF, the increase in performance with

respect to the program STABLE is approximately equal to the number of threads

used. In the case of the PDF, this increase is even higher given the superior

performance with one execution thread. The results presented in Figure 8.4

allow us to estimate to what extent the proposed library is able to parallelize

the workload to according to the Amdahl’s law (Amdahl, 1967). Results indicate

that between the 94% and 98% of the algorithm is being executed in parallel.

8.5 Usage of libstable

Libstable has been developed at the Image Processing Laboratory (LPI) to give

support for various research projects based on α-stable distributions, where it is

used on a regular basis. It is distributed both as a C/C++ library with MATLAB

and R front-ends. It has been thoroughly tested on specific applications. Its

source code and sample programs are publicly available at http://www.lpi.

tel.uva.es/stable under the GPLv3 (Free Software Foundation, 2007) license.

8.5.1 Compiling the library

The developed library can be easily compiled from the source code with the

make command. Libstable depends on several numerical methods provided by
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Figure 8.4: Performance of the calculation of PDF and CDF vs. required precision. Color indi-

cates the number of execution threads employed. Median values and 95% confidence intervals

are represented.

the GSL (Galassi et al., 2009), which must be installed in the system. After

compilation, both shared (libstable.so) and static (libstable.a) versions of

the library are produced.

Several example programs to test the main functions of libstable are also

provided and compiled against the static version of the library by default. Fur-

ther documentation on the library functions can be found within the library

distribution.

8.5.2 Usage in C/C++ developments

The next example program (example.c) illustrates how to use libstable to eval-

uate the PDF of an α-stable distribution with given parameters and with 0
parameterization (i.e., we use µ0 as opposed to µ, recall Equations 8.3 and 8.4)

at a single point x:

#include <stdio.h>

#include <stable_api.h>

int main (void)

{

double alpha = 1.25, beta = 0.5, sigma = 1.0, mu = 0.0;

int param = 0;
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double x = 10;

StableDist *dist = stable_create(alpha, beta, sigma, mu, param);

double pdf = stable_pdf_point(dist, x, NULL);

printf("PDF(%g; %1.2f, %1.2f, %1.2f, %1.2f) = %1.15e\n",

x, alpha, beta, sigma, mu, pdf);

stable_free(dist);

return 0;

}

The output of one execution of the example is:

PDF(10; 1.25, 0.50, 1.00, 0.00) = 3.225009046591297e-03

Compiling and linking

If the libstable header files and compiled library are not located on the stan-

dard search path of the compiler and linker respectively, their location must be

provided as command line flag to compile and link the previous program. The

program must also be linked to the GSL and system math libraries. Typical

command for compilation and static linking of a source file example.c with the

GNU C compiler gcc is

$ gcc -O3 -I/path/to/headers -c example.c

$ gcc example.o /path/to/libstable/libstable.a -lgsl -lgslcblas -lm

The -O3 option activates several optimization procedures of the gcc compiler.

Other options can also be considered. When linking with the shared version of

the library, the path to libstable.so must be provided to the system’s dynamic

linker, typically by defining the shell variable LD_LIBRARY_PATH. The path to the

shared library must also be provided when linking the program:

$ gcc -L/path/to/libstable example.o -lgsl -lgslcblas -lm -lstable

Setting general parameters

Some general parameters can be adjusted on the library, such as precision re-

quired or available number of threads. These parameters are stored as global

variables that can be read and modified with the functions described below.

In multi-core systems, the functions
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unsigned int stable_get_THREADS()

void stable_set_THREADS(unsigned int threads)

return and set up, respectively, the number of threads of execution used by the

library. When setting the number of threads to 0, the library will use as many

threads as processing cores are available in the system.

The relative tolerance indicates the precision required when calculating the

PDF and CDF. The following functions return the current relative tolerance and

set the desired one, respectively:

double stable_get_relTOL()

void stable_set_relTOL(double reltol)

Managing distributions

The library defines the structure StableDist which contains some values asso-

ciated to an α-stable distribution, such as its parameters, the parameterization

employed and a random number generator. An α-stable distribution with desired

parameters α, β, σ and µ in parameterization param can be created by

StableDist * stable_create(double alpha, double beta,

double sigma, double mu, int param)

The function returns a pointer to a StableDist structure. This pointer

is passed as an argument to other functions. Once the StableDist structure is

created, the parameters of a distribution can be easily changed:

int stable_setparams(StableDist * dist, double alpha, double beta,

double sigma, double mu, double param)

The returned value can be one of the following predefined constants:

INVALID: Invalid or out of range parameters introduced

STABLE: General α-stable case

ALPHA 1: α = 1 case

GAUSS: Gaussian distribution (α = 2)

CAUCHY: Cauchy distribution (α = 1 and β = 0)

LEVY: Lévy distribution (α = 0.5 and β = 1)
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A copy of an existing distribution can be obtained by

StableDist * stable_copy(StableDist * src_dist);

To delete a distribution and free its associated memory resources call

void stable_free(StableDist * dist)

Calculating PDF, CDF and CDF−1

This section describes the functions provided to calculate the PDF, CDF and

CDF−1 of α-stable distributions. Two possibilities are provided for each: a

single point function and an vector function. The prototypes of the single point

functions are:

double stable_cdf_point(StableDist * dist, const double x, double * err)

double stable_pdf_point(StableDist * dist, const double x, double * err)

double stable_inv_point(StableDist * dist, const double q, double * err)

Each function returns the value of the stable function being evaluated and

stores in err an estimation of the absolute error committed. If this estimation is

not required, a NULL pointer can be passed as argument instead. For the vector

functions:

void stable_cdf(StableDist * dist, const double * x, const int Nx,

double * pdf, double * err)

void stable_pdf(StableDist * dist, const double * x, const int Nx,

double * cdf, double * err)

void stable_inv(StableDist * dist, const double * q, const int Nq,

double * inv, double * err)

the number of evaluation points (Nx, Nq, respectively) must be provided. An

estimation of the absolute error committed at each point of evaluation is stored

in an array err. If this estimation is not required, a NULL pointer can be passed

as argument instead.
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Random sample generation

In order to generate an α-stable random sample with desired parameters and

population size, a distribution must be created with those parameters as exposed

above. Once the parameters have been set, the function

double stable_rnd_point(StableDist * dist)

returns a single realization of an α-stable random variable. To obtain an vector

of realizations the function

void stable_rnd(StableDist * dist, double * rnd, const unsigned int N)

stores in the rnd array N independent realizations of an α-stable random variable.

When generating random samples, the function

void stable_rnd_seed(StableDist * dist, unsigned long int s)

initializes the internal random generator to a desired seed. This allows to repro-

duce results across different executions. Nevertheless, it will be usually desirable

to obtain different results in different realizations, which involves to initialize the

random generator to different seeds. This can be easily achieved by initializing

to a time dependent seed such as

stable_rnd_seed(dist, time(NULL))

Parameter estimation

Several methods are available in Libstable to estimate the parameters of α-stable

distributions from a data sample. Given its speed and simplicity, McCulloch

(1986) method is always used as initial approximation to the final estimation. It

can be invoked by the function

void stable_fit_init(StableDist * dist, const double * data,

const unsigned int N, double * nu_c,double * nu_z)
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This function sets the parameters of the distribution structure dist to the

estimation obtained from the sample in data, of length N. stable_fit_init is

employed in other iterative estimation methods which make use of the values

stored in nu_c and nu_z. If these values are not required, a NULL pointer can be

passed as an argument.

As previously exposed, the McCulloch estimator has low accuracy. Libstable

provides other estimators when higher accuracy is required. Koutrouvelis (1981)

iterative estimation is provided by the function

int stable_fit_koutrouvelis(StableDist * dist, const double * data,

const unsigned int N)

In this case, the parameters stored in the distribution dist when calling

the function are considered as initial guesses of the final estimation. Therefore,

stable_fit_init could be used before to obtain such approximation. The pa-

rameters in dist are then updated by the estimator procedure. If the iterative

method finishes correctly, the function returns 0. Otherwise, a different value

indicates that an error has occurred, such as no convergence of the iterative

method or estimated parameter values out of their definition space (see section

8.2).

The high performance achieved in the calculation of the PDF allows to

perform ML estimation directly in many practical situations. For best results,

the library should be set to require only the needed relative precision (a value of

10−8 is recommended as a starting point) so that computational costs associated

to the evaluation of the likelihood function is minimized. ML estimation of α-

stable distributions can be obtained by

int stable_fit_mle(StableDist *dist, const double *data,

const unsigned int N)

If the computational cost of this function is unacceptable, a modified ML

method is provided. As exposed in section 8.3.3, it performs an optimization

procedure only the α−β 2D space, thus simplifying the procedure and reducing

the number of evaluations of the likelihood function required to find a solution.

This method is implemented by the function

int_stable_fit_mle2d(StableDist *dist, const double *data,

const unsigned int N)
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As in the Koutrouvelis estimator, ML and modified ML use the parameters

stored in dist as initial guesses which are updated by the method. A return

value different from 0 indicates some error has occurred during the execution of

the algorithm.

An example of how to use the library to calculate the PDF, CDF and CDF−1

with desired parameters, generate a random sample and, given this sample,

estimate the parameters of an α-stable distribution that best fits the generated

data follows:

#include <stable_api.h>

int main(void)

{

double x[100], q[100], pdf[100], cdf[100], inv[100], rnd[100];

double alpha = 1.5, beta = 0.5, sigma = 2.0, mu = 4.0;

int seed = 1234;

int i;

StableDist * dist;

for (i = 0; i < 100; i++) {

x[i] = -5 + i * 0.1;

q[i] = 0.01 * (i + 0.5);

}

dist = stable_create(alpha, beta, sigma, mu, 0);

stable_pdf(dist, x, 100, pdf, NULL);

stable_cdf(dist, x, 100, cdf, NULL);

stable_inv(dist, q, 100, inv, NULL);

stable_rnd_seed(dist, seed);

stable_rnd(dist, rnd, 100);

stable_fit_init(dist, rnd, 100, NULL, NULL);

stable_fit_koutrouvelis(dist, rnd, 100);

printf("Estimated parameters: %f %f %f %f\n",

dist->alpha, dist->beta, dist->sigma, dist->mu_0);
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stable_free(dist);

return 0;

}

In this example, the only output on screen is

Estimated parameters: 1.535524 0.058148 1.799415 4.563211

8.5.3 Usage in MATLAB environment

MATLAB supports loading shared C libraries by calling the loadlibrary func-

tion. The shared version of the proposed library (libstable.so) and the header

file stable_api.h are required. In order to start using Libstable execute the fol-

lowing command in MATLAB environment:

loadlibrary(’libstable’, ’stable_api.h’)

Paths to libstable.so and stable_api.h must be in the current folder or

included in MATLAB search path.

When the library is no longer needed, it can be unloaded by executing

unloadlibrary(’libstable’)

Several MATLAB functions in the form of .m files are provided to access the

capabilities of libstable. These files can be easily modified by the user to adjust

library parameters as needed. The managing of α-stable distributions described

in section 8.5.2 is performed by the provided functions, so it is not necessary to

create or to delete the distributions.

Calculating PDF, CDF and CDF−1

The functions

pdf = stable_pdfC(x, pars, pm)

cdf = stable_cdfC(x, pars, pm)

inv = stable_invC(q, pars, pm)
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return a vector containing the evaluation of the PDF, CDF and CDF−1, respec-

tively, at the points in x (q for the CDF−1). The parameters of the distribution

are indicated in pars = [alpha, beta, sigma, mu], and pm = 0, 1 is the pa-

rameterization employed. The returned vector will have the same size as x.

By default, these functions set the library to use the maximum number of

available threads of execution and set the relative precision of the library to

a fixed value of 10−12. This values can be easily changed by modifying the

corresponding .m files.

The letter“C”on the functions names is included to indicate that a C shared

library is being invoked when calling the function.

Random variable generation

The generation of α-stable random variables is provided by the function

rnd = stable_rndC(N, pars, pm, seed)

A column vector containing N independent realizations of an α-stable random

variable with parameters pars = [alpha, beta, sigma, mu] in parameteriza-

tion pm = 0, 1 is returned. The seed to initialize the random numbers generator

can be set by seed. If not provided, by default it is set to system time each time

stable_rndC is called. These behavior can be modified in the function file.

Parameter estimation

A MATLAB function is provided for each of the estimation methods described

in section 8.5.2:

p = stable_fit_initC(data)

p = stable_fit_koutrouvelisC(data)

p = stable_fit_mleC(data)

p = stable_fit_mle2dC(data)

These functions perform McCulloch, Koutrouvelis, ML and modified ML esti-

mation, respectively, in the sample data data. The estimated parameters are

returned in p vector. By default, McCulloch estimator is used by other methods

as initial estimation of the parameters. A user defined initial estimation can

be used by passing an additional argument p_ini = [alpha_ini, beta_ini,

sigma_ini, mu_ini], e.g.,
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p = stable_fit_mle2dC(data, p_ini)

The following lines serve as an example of a MATLAB session in which Lib-

stable is used to calculate the PDF, CDF and CDF−1 of an α-stable distribution

with desired parameters, generate a random sample and, given the sample, esti-

mate the parameters of the α-stable distribution.

In first place, the library must be loaded:

>> loadlibrary(’libstable’, ’stable_api.h’)

Vectors of points of evaluation and parameters are initialized. The parame-

terization employed is also indicated:

>> x = -5 : .1 : 5;

>> q = 0.005 : 0.01 : 0.995;

>> p = [1.5, 0.5, 0.5, -1.0];

>> param = 0;

PDF, CDF, CDF−1 are evaluated and the results stored in corresponding

vectors:

>> pdf = stable_pdfC(p, x, param);

>> cdf = stable_cdfC(p, x, param);

>> inv = stable_invC(p, q, param);

A sample of N=500 realizations of the α-stable random variable is generated:

>> N = 500;

>> seed = 1234;

>> rnd = stable_rndC(p, N, param, seed);

From the generated sample, the original parameters are estimated by Koutrou-

velis method:

>> p_est = stable_koutrouvelisC(rnd)

p_est =

1.4969 0.5259 0.5246 -0.9508

Once the session has finished, the library can be unloaded:

>> unloadlibrary(’libstable’);
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8.5.4 Usage in R environments

A R front-end is also distributed with Libstable. In order to use it the shared

library and the front-end must be loaded in the current R session by typing:

R> dyn.load(’/path/to/libstable.so’)

R> source(’/path/to/libstable.R’)

The provided functions have a similar syntax as in the MATLAB front-end,

and implement the same functionalities. By default, as many threads as available

in the system are used.

Calculating PDF, CDF and CDF−1

The functions

pdf <- stable_pdf(x, pars, parametrization=0, tol=1e-12)

cdf <- stable_cdf(x, pars, parametrization=0, tol=1e-12)

q <- stable_q(p, pars, parametrization=0, tol=1e-12)

return a vector containing the evaluation of the PDF, CDF and CDF−1, respec-

tively, at the points in x (q for the CDF−1). The parameters of the distribution

are indicated in the vector pars. By default, the indicated parametrization and

tolerance are used.

Random variable generation

The generation of α-stable random variables is provided by the function

rnd <- stable_rnd(N, pars, parametrization=0, seed=0)

A vector containing N independent realizations of an α-stable random vari-

able with parameters given in pars is returned. The seed to initialize the random

numbers generator may be set by seed. If not provided, by default it is set by

default to the system time.
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Parameter estimation

An R function is provided for each of the estimation methods described in section

8.5.2:

p_est <- stable_fit_init(data, p_ini=NULL)

p_est <- stable_fit_koutrouvelis(data, p_ini=NULL)

p_est <- stable_fit_mle(data, p_ini=NULL)

p_est <- stable_fit_mle2d(data, p_ini=NULL)

These functions perform McCulloch, Koutrouvelis, ML and modified ML esti-

mation, respectively, in the sample vector data. The estimated parameters are

returned as a vector. By default the McCulloch estimator is used by the other

methods as an initial estimate of the parameters, parameters, but a user defined

initial estimate may be specified as an additional argument p_ini=[alpha_ini,

beta_ini, sigma_ini, mu_ini], e.g.,

p = stable_fit_mle2d(data, p_ini=c(1.45, 0.2, 2.0, 5.0))

The following lines illustrate how to use the package in an R session. First,

load the shared libray and front-end:

R> dyn.load(’/path/to/libstable.so’)

R> source(’/path/to/libstable.R’)

Define parameter and abscissa vectors and evaluate the PDF and the CDF:

R> pars <- c(0.75, 0.5, 1.0, 0.0)

R> x <- seq(from = -5, to = 10, by = 0.01)

R> pdf <- stable_pdf(x, pars, parametrization = 0, tol = 1e-12)

R> cdf <- stable_cdf(x, pars, parametrization = 0, tol = 1e-12)

Evaluate the quantile function at desired probabilities:

R> p <- seq(from = 0.01, to = 0.99, by = 0.01)

R> q <- stable_q(p, pars, parametrization = 0, tol = 1e-12)

Generate 500 random samples with given seed and estimate a new parameter

vector from the sample with Koutrouvelis method:
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R> N <- 500;

R> rnd <- stable_rnd(N, pars, seed = 1234)

R> pars_est <- stable_koutrouvelis(rnd, p_ini = NULL)

Unload dynamic library when done

R> dyn.unload(’/path/to/libstable.so’)

8.6 Conclusions

In this paper, a C/C++ library with interfaces for R and MATLAB to work

with α-stable distributions have been presented. The method of evaluation of

the PDF, CDF and quantile function provided achieves a high precision, in most

cases in the same order of magnitude than the widely acknowledged ground truth

STABLE program. Based on the methods provided by the library, maximum

likelihood and other estimation techniques based on the PDF can also be done

in reasonable times. If desired, less accurate estimates can also be obtained with

much shorter execution times.

The developed library implements parallelization techniques to carry out its

computations. Hence, it can take full advantage of current multi-core systems.

Besides, the use of appropriate quadrature techniques and strategies of integra-

tion allows us to achieve an increment in performance with respect to current

reference software when calculating the PDF with just one thread. As an exam-

ple, when 16 threads of execution are available, a 25-fold increase in performance

is achieved with respect to the program STABLE (Nolan, 2006) for PDF evalua-

tion on the same machine. This improvement in performance reaches a 100-fold

increase when compared with the R package stabledist.

The tools provided can be easily integrated in third party developments; to

that end, we have provided MATLAB and R front-ends through which our library

shows no appreciable loss of performance.
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(a) PDF

α β
x-axis interval

[−1000,−10) [−10, 10) (10, 1000]

0.25

0 7.2·10−16 6.1·10−16 7.2·10−16

0.5 9.3·10−16 7.0·10−16 7.0·10−16

1 −− 2.8·10−16 5.9·10−16

0.5

0 9.6·10−16 6.7·10−16 9.6·10−16

0.5 1.3·10−15 9.2·10−16 8.3·10−16

1 −− 5.8·10−16 6.9·10−16

0.75

0 2.8·10−15 8.4·10−16 2.8·10−15

0.5 6.2·10−15 1.1·10−15 1.9·10−15

1 −− 9.8·10−14 2.0·10−15

1

0 −− −− −−
0.5 2.4·10−12 1.3·10−15 7.4·10−13

1 −− 8.4·10−16 3.1·10−13

1.5

0 1.8·10−13 1.1·10−15 1.8·10−13

0.5 4.7·10−14 1.2·10−15 1.9·10−13

1 −− 1.4·10−15 3.9·10−14

(b) CDF

α β
x-axis interval

[−1000,−10) [−10, 10) (10, 1000]

0.25

0 1.8·10−15 5.4·10−16 2.6·10−16

0.5 2.4·10−15 7.9·10−16 3.6·10−16

1 −− 1.9·10−16 3.4·10−16

0.5

0 4.3·10−15 5.2·10−16 2.3·10−16

0.5 3.9·10−15 5.5·10−16 2.6·10−16

1 −− 3.5·10−16 2.5·10−16

0.75

0 1.6·10−14 5.4·10−16 2.2·10−16

0.5 1.8·10−14 6.2·10−16 2.4·10−16

1 −− 5.4·10−16 2.3·10−16

1

0 −− −− −−
0.5 7.3·10−14 6.1·10−16 8.7·10−8

1 −− 3.8·10−16 9.9·10−8

1.5

0 6.0·10−13 4.8·10−16 2.2·10−16

0.5 1.2·10−12 5.7·10−16 2.2·10−16

1 −− 5.0·10−16 2.2·10−16

Table 8.1: Averaged relative error in the calculation of the PDF (a) and CDF (b) of standard

α-stable distributions in three intervals for a set of α and β parameter values.

130



CHAPTER

NINE

CONCLUSIONS AND FUTURE WORK

This Chapter gathers the main contributions of this thesis, limitations of the

described approaches and future research lines. References to other related pa-

pers in which the PhD candidate has been involved during the completion of

this degree are also included.

9.1 Contributions

The thesis consists of a methodological corpus and a set of results that let us

enumerate the following scientific contributions:

1. Motion compensation based on groupwise non-rigid registration improves

cine cardiac image reconstruction with respect to both non-ME based tech-

niques and sequential ME techniques.

2. Inclusion of a jacobian weighting in the temporal total variation term elim-

inates the need of spatial variation in our motion compensated reconstruc-

tion procedure.

3. Inclusion of a jacobian weighting in the temporal total variation term pro-

vides theoretical support to using forward and backward terms as empir-

ically justified in the literature. This is independent, however, of using

groupwise registration procedures as the ME procedure itself.
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4. Reconstruction of cine cardiac images with the proposed ME technique and

the jacobian weighting term is robust against very different initialization

of the algorithm.

5. Our ME reconstruction technique is able of achieving single breath-hold

whole heart imaging in acceptable clinical times.

6. Our ME reconstruction technique is able of achieving real-time cardiac 2D

imaging in acceptable clinical times with acceptable spatial and temporal

resolutions.

7. Inclusion of groupwise ME techniques improves FB reconstruction with

respect to currently reported non-ME based techniques.

8. Calculations with alpha-stable distributions are feasible with our parallel

library, providing high precision and performance tools.

9.2 Limitations of the current work

A key component in the MRI reconstruction methods proposed in this thesis is

the ME technique applied. This method needs that two regularization weights

are selected. Even if the results obtained have shown not to be very sensitive

to the specific values of these parameters, it remains unknown whether these

values should be modified when the ME method is used in application domains

different from estimating the motion of the heart. With respect to this, a method

has been proposed by Sanz-Estébanez et al. (2016) in which the regularization

parameters are automatically chosen along the ME procedure.

A related limitation is the need for fitting the sparsity regularization weight

in the reconstruction. An effort is made in Chapter 5 to find an heuristic rule

to select this parameter based on the SNR of the data. However, these ex-

periments are based in synthetically generated data, which are simpler than

real images and, consequently, easier to reconstruct. Final results showed than

slightly higher values of the parameter should be used when reconstructing real

data. Therefore, the optimal selection of the regularization weight is still an

open problem.

Another issue has to do with the convergence properties of the iterative re-

construction algorithm proposed, in which two optimization problems are solved

132



9.2. Limitations of the current work

iteratively. The sensitivity of the reconstruction method with respect to the

initialization has been tested in Chapter 3, what provides empirical evidence of

robustness against getting stacked at a local minimum far from the ideal solution.

However, no mathematical proof of convergence is provided.

As a part of the validation procedure, synthetic data generated both with

numerical phantoms and from magnitude DICOM images where used in initial

experiments. Even if the numerical phantom represents realistic geometries of

the internal organs and their motion along both the cardiac and the respiratory

cycles, the generated images are much sparser than real MRI data. Moreover,

synthetic sensitivity maps are used for the multi–coil data generation, so perfect

match —apart from added noise— between data and signal generation model

exists. This is not true in real scenarios, in which multiple system imperfections

such as gradient non-linearities, delays, errors in the estimated sensitivity maps,

etc. are present. However, even taken these limitations into account, all the

contributions presented in this Thesis include validation experiments with real

data with the exception of the preliminary results presented in Chapter 7.

All the results presented are obtained for 2D modalities in which either just

one or several slices are acquired. When several slices are reconstructed, these are

processed slice by slice independently. Such an approach presents some implicit

limitations:

• Typically, lower SNR is obtained from 2D acquisitions given the smaller

amount of tissue excited in thin slices. As shown in Chapter 5, even though

the `1 norm regularization in CS formulation can mitigate the effect of noise

in the data, lower SNR levels leads to reduced quality in the reconstruc-

tions.

• A high level of redundancy will be present between consecutive slices, while

a per -slice approach cannot benefit from it. Therefore, further accelera-

tion factors or better image quality can be expected if several slices are

reconstructed jointly.

• Trough-plane motion takes place during data acquisition. The effect is

more remarked in FB applications, in which the heart is displaced up

and down by the diaphragm during respiration, but it is present as well

in BH. In this situation, the ME technique will never be able to recover

the true motion of the structures being imaged, obtaining just a partial

representation of it.
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Throuough this Thesis the proposed methods have been compared with

CS–based methods in which only sparsity is considered as a regularization term.

However, low–rank and PS approaches have not been considered although they

have shown promising results in recent years in different MRI applications such as

T1 weighted imaging of the brain (Haldar and Zhuo, 2016) and cardiac perfusion

analysis (Lingala et al., 2011). PS methods have recently provided extremely

high temporal resolution images of the full vocal tract (Fu et al., 2017). Both

low–rank and PS methods have been combined with sparse regularizations and

successfully applied to cardiac cine (Zhao et al., 2012; Miao et al., 2016), T1 and

T2 mapping (Zhao et al., 2015), accelerated 4D flow (Cheng et al., 2016). A

multi–scale low–rank approach has been recently introduced by Ong and Lustig

(2016) which decomposes the image into different local detail scales. Dictionary

learning techniques have also been developed for MRI reconstruction in which

the sparse basis is learned from the data (Caballero et al., 2014; Liu et al.,

2013; Wang and Ying, 2014) and recently combined with low–rank regularization

(Ravishankar et al., 2017). Initial applications of deep learning approaches have

also been recently presented by Wang et al. (2016).

On the implementation side, the parallel computations capabilities of mod-

ern multi–core systems has been exploited following different approaches. On

the one hand the MRI reconstruction methods presented in Chapters 2 to 7 have

been implemented in MATLAB, which inherently parallelizes the execution of

the code when several cores are available. When handling with α–stable dis-

tributions in Chapter 8, an explicit parallelization has been implemented with

several execution threads launched simultaneously. However, the current imple-

mentation of the developed tools cannot take advantage of the GPU processing

techniques available nowadays. In the case of α–stable distributions, we have ex-

tended the proposed library in collaboration with other researchers, as described

in Julián-Moreno et al. (2016).

9.3 Future Work

One key line of future work will be the extension of the proposed ME and the

reconstruction methods to work with 3D acquisitions. These provide higher SNR

values, higher acceleration factors given the redundancy between adjacent slices

could be achieved and the problems derived from trough-plane motion would be

solved. Moreover, a 3D acquisition would enable the application of more versatile
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k-space trajectories, as those proposed by Piccini et al. (2011), by Prieto et al.

(2015) or by Cheng et al. (2015) than have shown promising results in their

application to MR angiography (MRA) and abdominal imaging.

In a multi-slice 2D acquisition a preliminary planning step is needed in which

the technician defines the orientation of the planes to be acquired, which is a time

consuming procedure in cardiac applications due to the oblique position of the

heart and the variability between subjects. Even if the posterior acquisition is

accelerated, the time required for planning cannot be avoided. As an additional

shortcoming, if some orientation is not acquired during the examination or an

error is made, this information will not be available and could only be obtained

with a new examination. The development of a highly accelerated dynamic 3D

reconstruction method with isotropic resolution could avoid the planning step,

since the planing slices could be obtained retrospectively from a high resolution

volume oriented according to the canonical planes of the MRI system.

However, even if higher acceleration factors can be achieved, the overall ac-

quisition time needed to reconstruct a complete 3D dynamic volume will increase

beyond the breath-hold capability of the subjects. Therefore, the introduction

of free-breathing acquisition schemes as the double binning proposed by Feng

et al. (2016) will be necessary. In Chapter 7 initial results with the FB acqui-

sition scheme in combination with the developed ME technique are shown for

synthetic and healthy volunteer data.

In current cardiac MRI examinations, additional hardware and long setup

times are needed for the synchronization of the acquisition with the cardiac

and respiratory motion. Some algorithms that are able to recover this synchro-

nization information from the acquired data itself —commonly refereed as self

navigated methods— have been proposed by Pang et al. (2014) or Coppo et al.

(2015). The application of these techniques could help to reduce even further

the overall examination time. Actually, in (Royuela-del Val et al., 2017c) we

have obtained the respiratory signal out of the data directly.

At the time of writing of this document, the PhD candidate is actively

working in the extension of the overall algorithm to 3D acquired data. The

immediate drawback of this approach is the drastic increase in computational

demands of the algorithm since it has to deal with much larger data amounts

and more expensive computations. To this purpose, advanced implementations

in modern GPU platforms will be applied to shorten the reconstruction times

involved.
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The wide range of methods that are being proposed for MRI reconstruction

based on low–rank and PS approaches will be considered for future extensions of

the developed methods specially to other MRI modalities in which the intensity

of the tissues does not remain constant along time (such as perfusion studies)

and for which the temporal TV does not fit as an ideal regularization term.

Moreover, the inclusion of ME techniques will be studied. As an example of this

possibility, Mohsin et al. (2017) have introduced a patch–based regularization

scheme in which an implicit motion correction takes place.

Finally, in this work the tools developed for managing α–stable distribu-

tions and their capability to model biomedical images have not been explored.

In particular, totally skewed α–stable distributions are well suited to model

non–negative signals as proposed by Li et al. (2014), a situation that holds in

other image modalities, such as CT. Moreover, recently proposed methods for

radiation dose reduction in CT (Koesters et al., 2017) are based on CS in with

the images are recovered from just a fraction of the originally needed projec-

tions. Therefore, the linkage between a powerful statistical signal model based

on α–stable distributions and the reconstruction of low dose CT from a reduced

number of projections will be considered for future research lines.
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APPENDIX: RESUMEN EN CASTELLANO

La disponibilidad a lo largo de los últimos años de una cada vez mayor capacidad

de cómputo ha cambiado la manera en que muchos problemas cient́ıfico–técnicos

pueden ser abordados en la actualidad. En esta Tesis Doctoral se abordan dos

problemas de interés pero computacionalmente muy intensivos, a saber, la re-

construcción de imagen por resonancia magnética (IRM) dinámica a partir de

datos altamente sub-muestreados y la consecución eficiente del cálculo numérico

implicado en el manejo de distribuciones α–estables para el modelado estad́ıstico.

Sobre el primer problema, la IRM es actualmente la primera opción en cuan-

to a técnicas de imagen para el diagnóstico de numerosas enfermedades. Sus

principales ventajas son su sobresaliente versatilidad y su capacidad de contras-

te entre tejidos blandos. Sin embargo, la IRM está a menudo limitada por los

largos tiempos requeridos para adquirir toda la información necesaria para re-

construir las imágenes deseadas. Una forma de reducir este tiempo es reducir,

a su vez, la cantidad de datos utilizados en la reconstrucción, acortando aśı la

duración del examen. Sin embargo, conforme se reduce la cantidad de datos

empleados emergen numerosos artefactos en las imágenes obtenidas. Para elimi-

narlos, podemos introducir cierto conocimiento a priori o modelo acerca de la

estructura de las imágenes de interés durante el proceso de reconstrucción.

Uno de los principales objetivos de esta Tesis Doctoral es proporcionar un

mejor modelo que los disponibles actualmente. En particular, en la tesis abor-

damos la reconstrucción de imágenes de resonancia magnética cine del corazón.

Esta modalidad es comúnmente empleada para estudiar el movimiento del cora-

zón a lo largo del ciclo card́ıaco y para ella proponemos un modelo que toma en

consideración no sólo la estructura de las imágenes, sino también el movimiento

concreto del corazón que tiene lugar en ellas. El modelo es introducido en un
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esquema de reconstrucción de IRM adaptado para diferentes aplicaciones y para

la adquisición de las imágenes tanto en apnea como en respiración libre. Mostra-

remos resultados obtenidos tanto mediante simulación como con adquisiciones

in-vivo de voluntarios sanos y de pacientes.

Sobre el segundo problema, las distribuciones α–estables constituyen una

amplia familia de distribuciones de probabilidad de relevancia en varias discipli-

nas cient́ıficas, que han sido propuestas también para el modelado y análisis de

imágenes biomédicas aśı como para la recuperación de señales altamente sub-

muestreads. Sin embargo, la falta de fórmulas cerradas para el cálculo de sus

funciones de distribución y de densidad de probabilidad supone una importante

limitación en su aplicación práctica. Para el cálculo de estas funciones deben

aplicarse métodos numéricos con un elevado coste computacional, lo que difi-

culta, por ejemplo, la estimación de los parámetros α–estables a partir de una

muestra.

En esta Tesis Doctoral se proporcionan algunas de las herramientas necesa-

rias para el uso de estas distribuciones como un modelo estad́ıstico de utilidad.

Se han desarrollado métodos para el cálculo numérico rápido y preciso de las

funciones de distribución y densidad de probabilidad aśı como para la estima-

ción de los parámetros α–estables. Las herramientas desarrolladas hacen uso de

las capacidades de cálculo en paralelo presentes en la mayoŕıa de los sistemas de

cómputo actuales.

Ambos problemas, aunque de naturalezas bien distintas, comparten el ele-

vado coste computacional implicado como caracteŕıstica común. Se ha prestado

por tanto especial atención al desarrollo de implementaciones eficientes en ambas

situaciones.

El código generado durante el desarrollo de esta Tesis Doctoral y el material

suplementario que puede encontrarse en las versiones digitales de los art́ıculos

presentados en esta Tesis Doctoral se han puesto a disposición junto a la versión

electrónica de esta memoria aśı como en la página web del autor en:

http://www.lpi.tel.uva.es/~jroyval

Este resumen en castellano se complementa con un resumen de los objetivos,

la metodoloǵıa, los principales resultados y conclusiones de la Tesis Doctoral.
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Objetivos

El objetivo principal de esta Tesis es proponer y aplicar mejores modelos

aśı como proporcionar las herramientas necesarias para su implemen-

tación en dos problemas computacionalmente intensos: la reconstruc-

ción de imágenes por resonancia magnética (IRM) dinámica a partir

de datos altamente submuestreados y la aplicación de funciones de

distribución α–estables para el modelado estad́ıstico.

El objetivo principal se ha dividido a su vez en los siguientes objetivos indi-

viduales:

1. Proponer un mejor modelo para la reconstrucción de IRM dinámica a partir

de datos altamente submuestreados que tenga en cuenta no sólo el carácter

redundante de las imágenes sino también el movimiento presente en ellas;

asimismo se pretende proporcionar las herramientas software necesarias

para su aplicación.

Para tal fin se definen los siguientes subobjetivos:

(a) Proponer e implementar una técnica para la estimación del movimien-

to card́ıaco que sea al mismo tiempo lo suficientemente flexible como

para describir el movimiento del corazón y suficientemente robusta

frente a los artefactos presentes en imágenes reconstruidas a partir de

datos altamente submuestreados.

(b) Proponer y desarrollar métodos de reconstrucción de IRM dinámica

que incorporen el conocimiento sobre el movimiento del corazón con

el objetivo de obtener una mejor representación de las imágenes a

reconstruir. Se parte de la hipótesis de que esta información permitirá

obtener imágenes de mejor calidad y mayores tasas de aceleración.

(c) Proponer y desarrollar una extensión del método de estimación de

movimiento que sea capaz de incorporar no sólo el movimiento del

corazón a lo largo del ciclo card́ıaco sino también el movimiento in-

troducido por la respiración del paciente.

(d) Comprobar la viabilidad de los métodos propuestos para obtener in-

dicadores de función card́ıaca utilizados comúnmente en la práctica

cĺınica.
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(e) Para cada uno de los subobjetivos anteriores, desarrollar una imple-

mentación eficiente que explote las capacidades de cálculo en paralelo

de los sistemas de cómputo actuales.

2. Desarrollar las herramientas necesarias para aplicar como modelo estad́ıs-

tico las distribuciones α–estables de manera viable. Para ello:

(a) Desarrollar e implementar una técnica para la evaluación numérica de

las funciones de densidad de probabilidad, de distribución y percen-

tiles de estas distribuciones que aproveche las capacidades de cálculo

en paralelo de los sistemas informáticos actuales.

(b) Desarrollar e implementar una técnica para la estimación de paráme-

tros de una distribución α–estable a partir de una muestra dada.

(c) Probar el redimiento y precisión de la técnica desarrollada en compa-

ración con otras alternativas disponibles en la literatura.

(d) Proporcionar una solución software de fácil manejo basada en las

técnicas desarrolladas e integrar dicha solución en lenguajes de pro-

gramación comunes y altamente extendidos.

Metodoloǵıa

Imagen por resonancia magnética dinámica 2D

Como se ha descrito en la introducción y objetivos, uno de los principales obje-

tivos de esta tesis es la verificación de la hipótesis de que la incorporacón de un

método preciso y robusto de estimación de movimiento cardiaco puede mejorar

la calidad de las imágenes reconstrúıdas.

En primer lugar se ha abordado el problema de la estimación de movimiento

card́ıaco. Se ha adaptado una técnica previamente propuesta para la estimación

de desalineamientos entre cortes card́ıacos a la estimación de movimiento card́ıa-

co no ŕıgido en IRM cine. El método resultante se ha introducido en un esquema

basado en muestreo compresivo para la reconstrucción de vistas en eje corto del

corazón. Se ha conseguido aśı mejorar los resultados obtenidos por las técni-

cas descritas hasta el momento. El caṕıtulo 2, que constituye el primer art́ıculo

fundamental de esta Tesis, describe estas ideas.
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El método anteriormente descrito requiere introducir dos términos de regu-

larización (espacial y temporal), que implica la necesidad de ajustar parámetros

libres a partir de datos de entrenamiento. Esta situación se ha mejorado propo-

niendo una modificación del término de regularización descrita en el caṕıtulo 3,

que constituye el segundo art́ıculo fundamental de esta Tesis.

Los métodos anteriores están basados en la adquisición de datos siguiendo

una trayectoria cartesiana. Se ha añadido la posibilidad de emplear estrategias de

adquisición más avanzadas, basadas en trayectorias radiales, que han permitido

elevar la tasa de aceleración alcanzable y, en particular, reconstruir 12 cortes

card́ıacos cubriendo completamente el corazón a partir de datos adquiridos en

una única apnea de un voluntario sano. El caṕıtulo 4 describe el resultado de

este trabajo.

El siguiente paso ha consistido en la introducción del esquema de adqui-

sición radial en la metodoloǵıa descrita en el caṕıtulo 3. Se ha completado la

validación de la propuesta comprobando la robustez del método de estimación

de movimiento y de reconstrucción frente al ruido, para lo que se han realiza-

do simulaciones basadas en un fantoma numérico. La validez del método para

la cuantificación de la función card́ıaca global se ha comprobado a partir del

examen de ocho voluntarios sanos. Los detalles se incluyen en el caṕıtulo 5.

Se ha adaptado también el método propuesto para la reconstrucción re-

trospectiva de datos de IRM de tiempo real. En este caso, en contraposición a

lo expuesto anteriormente, el paciente respira libremente y el movimiento res-

piratorio deberá ser descrito junto al card́ıaco. Se ha propuesto una pirámide

multirresolución temporal en la que se realizan reconstrucciones sucesivas de re-

solución temporal progresivamente mayor a partir de reconstrucciones anteriores

más groseras. Se ha alcanzado una resolución temporal de 25 ms con una resolu-

ción espacial en el plano de 2 mm, con mejor calidad que métodos relacionados.

Este trabajo se detalla en el caṕıtulo 6.

A pesar de que los resultados previos permiten observar el corazón en res-

piración libre, el reducido tiempo de adquisición disponible para cada imagen,

dado por la resolución temporal deseada, limita la calidad de las imágenes. Para

evitar esta limitación se ha seguido en esta ocasión una metodoloǵıa diferente.

Los datos adquiridos se han clasificado doblemente de acuerdo a las fases car-

d́ıaca y respiratoria en las que fueron adquiridos. De esta forma 1) el tiempo de

adquisición para cada imagen no está limitado por la capacidad de apnea del pa-

ciente ni por la resolución temporal objetivo y 2) ahora los movimientos card́ıaco
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y respiratorio pueden ser distinguidos y estimados por separado. En el caṕıtulo

7 se muestran resultados obtenidos en datos sintéticos y en un voluntario sano.

Distribuciones α–estables

Como se ha indicado anteriormente, los cálculos relacionados con las distribu-

ciones α-estables implican un elevado coste computacional. La contribución rea-

lizada en este ámbito se enmarca en la programación paralela. En concreto, se

ha desarrollado una libreŕıa software que permite la evaluación rápida, en para-

lelo y con una alta precisión de las funciones de distribución y de densidad de

probabilidad, el cálculo de percentiles, la generación de variables aleatorias y la

estimación de parámetros. En las pruebas realizadas se ha alcanzado una reduc-

ción de los tiempos de ejecución en un factor 25 con respecto a una aplicación

compilada existente y de un factor 100 con respecto a una implementación en el

lenguaje de programación R. Estas contribuciones se describen en el caṕıtulo 8

que constituye el tercer art́ıculo fundamental de esta Tesis.

Conclusiones

Esta sección recopila las principales contribuciones de esta Tesis y posibles ĺıneas

futuras de trabajo.

Contribuciones

1. La compensación de movimiento grupal mejora la reconstrucción de IRM

cine card́ıaco con respecto a técnicas sin compensación de movimiento o

con compensación de movimiento secuencial.

2. La inclusión del jacobiano de la deformación como término de pondera-

ción en el cálculo de la variación total temporal elimina la necesidad de

regularización espacial adicional.

3. La inclusión del jacobiano de la deformación proporciona un soporte teó-

rico al empleo de transformaciones secuenciales progresivas y regresivas,

justificados únicamente de forma emṕırica en la literatura.
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4. La técnica de reconstrucción desarrollada permite realizar un examen multi-

corte del corazón completo en una única apnea, en tiempos aceptables para

la práctica cĺınica.

5. La técnica de estimación de movimiento grupal permite realizar IRM de

tiempo real 2D con resoluciones espacial y temporal aceptables para la

práctica cĺınica.

6. La introducción de técnicas de estimación de movimiento grupal mejora

la reconstrucción de IRM cine 2D en respiración libre con respecto a las

técnicas sin compensación de movimiento previamente reportadas.

7. El empleo de distribuciones α–estable como modelo estad́ıstico es realizable

en tiempos de ejecución razonables mediante la libreŕıa paralela desarro-

llada para tal fin, la cual proporciona resultados de alta precisión y un

rendimiento mayor que las opciones disponibles hasta el momento.

Ĺıneas futuras

Los resultados presentados en esta Tesis se restringen a aplicaciones 2D, en los

que o bien se excita un único corte o se adquieren de forma secuencial un con-

junto de éstos, los cuales se procesaŕıan independientemente. Esta aproximación

presenta ciertas limitaciones:

• T́ıpicamente, en modalidades 2D se obtendrán relaciones de señal a ruido

menores que en modalidades 3D debido al pequeño grosor de los cortes

excitados.

• Entre cortes consecutivos existirá una alta redundancia, la cual ha sido

ignorada.

• El movimiento en la dirección perpendicular al corte no puede ser recu-

perado por la técnica de estimación de movimiento e incorporado en la

reconstrucción.

Debido a las limitaciones anteriores, se plantea la extensión a 3D de las

técnicas desarrolladas como ĺınea futura de desarrollo. Además, la aproximación

3D permitirá la aplicación de técnicas de adquisición de datos más avanzadas
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disponibles en la literatura, como las propuestas por Piccini et al. (2011), Prieto

et al. (2015) o Cheng et al. (2015).

En una examen tradicional multicorte 2D se requiere de una etapa de plani-

ficación previa a la adquisición de los datos para seleccionar la orientación de los

cortes, su extensión y su número. El desarrollo de una técnica 3D con resolución

isotrópica permitiŕıa la eliminación de esta etapa previa, al poder obtener un

volumen completo 3D dinámico a partir del cual obtener tantos cortes de interés

como se deseen tras la adquisición.

En el caso 3D, a pesar de las altas tasas de aceleración, se requerirán tiem-

pos de examen elevados, más allá de la capacidad de apnea del paciente. Por

tanto, será necesario introducir esquemas de respiración libre. Se cuenta ya con

experiencia previa para el caso 2D con datos sintéticos, presentada en el caṕıtulo

7, y con datos reales de un voluntario sano enviados para su presentación en una

conferencia internacional (Royuela-del Val et al., 2017c).

En los exámenes de IRM card́ıacos actuales se requiere de equipamiento

adicional para la sincronización de la captación de datos con los movimientos

card́ıaco y respiratorio. En la actualidad se han propuesto diversos algoritmos

que permiten obtener esta información a partir de los propios datos adquiridos —

normalmente denominados métodos auto-navegados—, como los propuestos por

Pang et al. (2014) y Coppo et al. (2015). En el trabajo Royuela-del Val et al.

(2017c) la señal respiratoria se ha obtenido ya a partir de los propios datos.

En el trabajo presentado en el caṕıtulo 8 sobre el desarrollo de una bibliote-

ca para el manejo de distribuciones α–estables se ha explotado la capacidad de

cálculo en paralelo de sistemas con múltiples núcleos. Sin embargo, la implemen-

tación actual no aprovecha las técnicas de cálculo en unidades de procesamiento

gráfico (GPU) disponibles. Se ha extendido la libreŕıa desarrollada al cálculo en

GPU en colaboración con otros investigadores, como se describe en el art́ıculo

de Julián-Moreno et al. (2016).

En el momento de escribir este documento, se está trabajando activamente

en la extensión 3D de los algoritmos de reconstrucción de IRM propuestos en

su conjunto. Una dificultad inmediata al plantear dicha extensión es el drástico

incremento en los requerimientos de cálculo, por lo que se aplicarán las técni-

cas de cálculo en GPU mencionadas para reducir los tiempos de reconstrucción

resultantes.
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Por último, en este trabajo no se ha explorado la aplicación de las dis-

tribiciones α–estables al modelado y análisis de imagen médica mediante las

herramientas desarrolladas. En particular, las distribuciones α–estables total-

mente asimétricas son buenas candidatas para modelar señales no negativas (Li

et al., 2014), como la obtenida en tomograf́ıa asistida por ordenador (TAC). Un

método propuesto recientemente por Koesters et al. (2017) se basa en la teoŕıa

de muestreo compresivo para desarrollar una técnica de reconstrucción TAC que

permite reducir sensiblemente la dosis de radiación recibida por el paciente debi-

do a la menor cantidad de proyecciones necesaria. Por lo tanto, la relación entre

un modelo estad́ıstico basado en distribuciones α–estables y la reconstrucción de

TAC de baja dosis de radiación a partir de un número reducido de projecciones

será considerado para ĺıneas de investigación futuras.
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L. I., and Volkov, E. D. (2003). Stable Lévy Distributions of the Density and
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